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Strong zero modes are edge-localized degrees of freedom capable of storing information at infinite
temperature, even in systems with no disorder. To date, their stability has only been systematically
explored at the physical edge of a system. Here, we extend the notion of strong zero modes to the
boundary between two systems, and present a unifying framework for the stability of these boundary
strong zero modes. Unlike zero-temperature topological edge modes, which are guaranteed to exist at
the interface between a trivial and topological phase, the robustness of boundary strong zero modes
is significantly more subtle. This subtlety is perhaps best illustrated by the following dichotomy:
we find that the interface between a trivial and ordered phase does not guarantee the existence of a
strong zero mode, while the interface between two ordered phases can, in certain cases, lead to an
exact strong zero mode.

A tremendous amount of recent interest has centered
on the possibility of storing and manipulating quantum
information in isolated qubits that naturally emerge from
a many-body system [1–5]. Perhaps the most familiar
example of this strategy is in the context of topological
physics, where the boundary of a many-body system can
exhibit edge modes that are decoupled from the bulk [6–
9]. However, at temperatures above the topological gap,
interactions with thermally-excited quasi-particles can
cause rapid decoherence [10–12]. One approach to com-
bat the effects of temperature is to utilize strong disor-
der to drive such a system into the many-body localized
phase [13–16].

Interestingly, seminal recent results over the last
decade have introduced an alternate strategy [17–31],
whereby even translationally-invariant systems can host
stable boundary degrees of freedom at finite tempera-
ture. In these systems, the edge is unable to resonantly
absorb or emit bulk excitations. Such long-lived edge
modes across the entire spectrum are known as ‘strong
edge zero modes’ (SZMs) [17, 20, 32]. They are sepa-
rated into ‘exact’ SZMs, which decouple the boundary
completely from the bulk in the thermodynamic limit,
and ‘almost’ SZMs, where the system eventually does
thermalize, but parametrically slowly [22, 24, 33–36].

In the topological setting, it is common for boundary
modes to be constructed not only on the edge of a sys-
tem, but also at the interface between topological and
trivial phases. Protocols can then be devised to easily
manipulate qubits by controlling the location of the phase
boundary [16, 37]. Almost by definition, topological edge
modes ought to be stable at both system boundaries and
phase boundaries. But the equivalent question for SZMs
is significantly more subtle. Indeed, one cannot rely on
topological arguments at arbitrary temperatures, so the
stability of SZMs at the boundary between two phases
is not at all manifest. The situation is even less clear
for SZMs in systems without underlying topological edge
modes.

Phase 1 Phase 2 SZM Exact Resonances

Kitaev chain
Vacuum Topological ✓ ✓ None
Trivial Topological ✓ ✓ None
Topological Topological × × —

Transverse-field Ising model
Vacuum Ferromagnetic ✓ ✓ None
Paramagnetic Ferromagnetic ✓ ✓ Single
Ferromagnetic Ferromagnetic ✓ ✓ Single

TFIM with interactions
Any Ferromagnetic ✓ × Multiple

XXZ chain
Vacuum Ferromagnetic ✓ ✓ None
Ferromagnetic Ferromagnetic ✓ ? Single
XY Ferromagnetic ✓ ? None

TABLE I. Summary of strong zero mode properties on various
system edges and boundaries.

In this Letter, we present a unifying framework for the
stability of boundary strong zero modes (Table I). Our
main results are three-fold. First, we begin by studying
the one-dimensional transverse-field Ising model (TFIM)
and its fermionic equivalent, the Kitaev chain. For the
latter, the SZM remains effectively unchanged at the
boundary between a trivial and topological phase com-
pared to the edge. In contrast, for the former, a phase
boundary does not guarantee the existence of a SZM.
We show that this difference is a natural consequence
of the nonlocality of the Jordan–Wigner transformation
that connects the two models.
Second, we demonstrate that the extinction of the

strong zero mode in the TFIM is related to a reso-
nance that allow bulk excitations to pass through the
boundary between the ferromagnet and the paramagnet.
Away from this resonance, we prove a surprising result,
namely, that the boundary zero mode is actually an ex-
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act SZM. This represents the first example of an exact
strong zero mode where the SZM expansion exhibits non-
trivial poles [17, 24]. Our resonance-based understand-
ing suggests another intriguing possibility—that even the
boundary between two ferromagnetic regions with differ-
ent Ising couplings can exhibit an SZM. We show that
this is indeed the case.

Finally, turning on interactions, we provide both nu-
merical and analytic evidence that, much as at system
boundaries, integrability-breaking allows for resonances
to proliferate and demotes the exact SZM to an almost
SZM. On the other hand, in the interacting (but inte-
grable) XXZ model, we conjecture that the boundary
SZM is exact since it exhibits only a single resonance.

Boundary strong zero mode in the transverse field Ising
model—We begin by detailing the basic physical conse-
quences of an edge SZM, to set the stage for our study
of SZMs at the boundary between different phases. An
exact strong zero mode is a quasilocal operator, Ψ, which
commutes with the Hamiltonian up to an error exponen-
tially small in system size, anticommutes with a discrete
symmetry, F , of the model, and squares to the identity,
Ψ2 = 1 [24, 38]. Physically, the existence of a SZM im-
plies that observables with large overlap with the SZM
will evolve slowly; i.e. they will retain memory of their
initial state for anomalously long times.

The simplest example of an exact SZM occurs at the
edge of the 1D transverse field Ising model (TFIM), or
equivalently the free-fermionic Kitaev chain. In order
to consider the boundary between phases we will couple
the ends of two chains with different coupling constants
together:

HBI =− J1

−1∑
j=−∞

σz
jσ

z
j+1 − J2

∞∑
j=0

σz
jσ

z
j+1

− h1

−1∑
j=−∞

σx
j − h2

∞∑
j=0

σx
j .

(1)

Here J1(2) and h1(2) are the Ising coupling and trans-
verse field on the left- (right-) hand chain of the system,
respectively. The two chains are coupled by J1 at site
j = 0 (Fig. 1).
This model can also be transformed into two end-to-

end coupled Kitaev chains using the standard, non-local
Jordan–Wigner (JW) transformation by defining Majo-

rana fermion operators [39, 40]: aj =
(∏j−1

k=−∞ σx
k

)
σz
j

and bj = i
(∏j

k=−∞ σx
k

)
σz
j . This yields the correspond-

ing free-fermion Hamiltonian

HFBI =− iJ1

−1∑
j=−∞

bjaj+1 − iJ2

∞∑
j=0

bjaj+1

− ih1

−1∑
j=−∞

ajbj − ih2

∞∑
j=0

ajbj .

(2)

FIG. 1. Schematic of the boundary Ising model. The ovals
denote the spins and the circles the constituent Majorana
fermions.

Focusing on the uncoupled case J1 = 0, the second chain
supports a familiar Majorana zero-mode if J > h [8]. In-
terestingly, the edge supports not only this famous topo-
logical edge mode in the ground state, but furthermore
an exact SZM acting on the entire spectrum. This edge
SZM is given by a0 with an exponential tail into the
bulk [17].
It is well-known that topological edge modes (e.g. the

Majorana zero-mode) exist on the boundary between
trivial and topological phases, not just at the edge of a
system. For example, in our system, the topological edge
mode survives if one turns on the J1 coupling between
chains so long as the first chain remains in the trivial
phase, J1 < h1. By constructing the SZM perturbatively
with respect to the small couplings J1 and h2, from the

usual zeroth order ansatz Ψ
(0)
FBI = a0 [17], we find that

an exact SZM also exists at the boundary:

ΨFBI = NFBI

a0 + ∞∑
j=1

((
J1
h1

)j

a−j +

(
h2
J2

)j

aj

)
with

N 2
FBI =

(1− (J1/h1)
2)(1− (h2/J2)

2)

1− (J1h2/J2h1)2
.

ΨFBI is the same as the exact SZM of the uncoupled
chain, but is now dressed by an additional tail into the
trivial phase. The physics of the edge and boundary
SZMs are thus essentially the same.
We stress that this result does not immediately follow

from the existence of the topological edge mode at the
boundary. The topological physics occurs at energy den-
sities below the gap, while for the SZM, we are interested
in infinite temperature behavior.
In this boundary model, the SZM does not start at

the edge of the chain, but at the center, at site 0. The
operator in the spin model corresponding to a0 is not
simply σz

0 , but is instead the highly nonlocal operator(∏−1
k=−∞ σx

k

)
σz
0 , as it picks up a Jordan–Wigner string.

Thus, the existence of ΨFBI does not imply the existence
of an SZM at a phase boundary in the TFIM. This is true
regardless of how we choose to define our Jordan–Wigner
strings [41].
In order to elucidate the difference between spins and

Majorana fermions, we again calculate the boundary zero
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mode perturbatively, but starting from the boundary
spin σz

0 as our zeroth order estimate for the purported
SZM. This time, the number of terms grows rapidly as a
function of the order n in perturbation theory. The first

two corrections beyond the zeroth order term Ψ
(0)
BI = σz

0

are

Ψ
(1)
BI =

h2
J2
σx
0σ

z
1 (3)

Ψ
(2)
BI =

h22
J2
2

σx
0σ

x
1σ

z
2 − J1h2

J2
2 − h21

σz
−1σ

x
0

+
J1h1h2

J2(J2
2 − h21)

σy
−1σ

y
0σ

z
1 − h22

2J2
2

σz
0 . (4)

Immediately, we see a stark contrast with the fermionic
SZM. Instead of the SZM breaking down at the phase
transition h1 = J1, there is a pole in the expansion at
J2 = ±h1. These divergent terms in the perturbation
theory are called ‘resonances’, and are caused by energy-
conserving processes which change the boundary degrees
of freedom [24]. For example, the poles at h1 = ±J2
appearing at second order describe the process in which
a spin-flip excitation of the paramagnetic chain converts
resonantly into a domain-wall excitation of the ferromag-
netic chain.

The appearance of such resonances typically signal
that the perturbative expansion of the SZM no longer
converges: instead, we are forced to truncate the se-
ries before divergent terms appear. In this scenario, the
strong zero mode is known as an ‘almost’, rather than
exact, SZM. In other models with known almost SZMs,
such as the Ising model with next-nearest-neighbor in-
teractions [24], parafermions [17, 18, 25] and the ZXZ
model [29], there are an increasing number of different
poles as we go to higher orders in Ψ, representing more
and more complicated resonant processes that only ap-
pear at higher order.

In our boundary Ising model, however, there is a cru-
cial difference: no further poles emerge. Poles at all
higher orders are still at h1 = ±J2. This can be intu-
itively understood as the integrability of the model pre-
venting any resonant processes except for the conversion
of a single domain wall into a single spin-flip. For exam-
ple, naively our argument above suggests a pole should
exist at h1 = ±2J2, because we could convert two domain
walls resonantly into a single spin flip at the boundary.
In a non-integrable model, this argument would be cor-
rect; however, it is not possible to construct such a three-
body resonant conversion at the boundary in an inte-
grable model without it factoring into a pair of two-body
processes, one of which does not involve the boundary
degree of freedom [42].

As there is only a single resonance, it is still possible
that the SZM expansion converges. Furthermore, the
lack of dependence on the phase transition at h1 = J1
suggests repeating the calculation above for J1 > h1.
This reveals the SZM is present at the boundary of two

FIG. 2. (a) The autocorrelator for the spin at the boundary of
the boundary transverse-field Ising model for various systems
sizes L for two values of J1 outside and inside the resonance.
(b) The plateau value of the autocorrelator for the spin at
the boundary of the boundary transverse-field Ising model
for various systems sizes L as the coupling h1 is varied, for
h1 = h2 = 0.1J2. Nearby J1 = J2 a resonance suppresses the
SZM. Inset: The width of the resonance at J1 = J2, as a
function of h1 = h2. This is estimated from the value of J1

for which the plateau value of the autocorrelator falls below
0.8 or above 1.2.

ferromagnetic regions as well, with a pole at J1 = ±J2.
Thus for the spin boundary model a phase boundary is
not even a prerequisite for a SZM—indeed, the left-hand
chain can even be critical, J1 = h1.
Physical Consequences—A direct physical consequence

of the SZM is reflected in the infinite temperature auto-
correlator of the boundary spin magnetization A∞(t) =
⟨σz

0(t)σ
z
0(0)⟩T=∞.

If the system supports an exact SZM with finite overlap
with the boundary spin, then the decay time of this au-
tocorrelator will be infinite in the thermodynamic limit.
We can calculate the autocorrelation time of the

boundary spin σz
0 numerically from the free fermion re-

sults [43]. In Fig. 2a), we plot the autocorrelator for the
spin at the ferromagnetic-ferromagnetic boundary. Out-
side the resonance, the autocorrelation time increases ex-
ponentially with system size [44]. In stark contrast, close
to the resonance the autocorrelator immediately decays.
We plot the plateau value of the σz

0 autocorrelator in
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Fig. 2b). If the SZM is exact, this is the asymptotic value
of the autocorrelator in the thermodynamic limit. Un-
like for the fermions, we observe that the location of the
phase transition is unimportant: rather, the amplitude
dramatically decreases around the resonance. Crucially,
the width of the resonance does not seem to increase with
system size, suggesting that it remains finite in the ther-
modynamic limit, and outside the resonance the SZM is
exact.

Intuitively, the SZM suffers a resonance when exci-
tations in the left-hand chain can move into the right-
hand chain without any change in the overall energy of
the system. If we neglect the connection between the
chains, we may calculate their individual energy spec-
tra exactly [42]. For the range of couplings considered
in Fig 2b), the bands of the two chains overlap when
J2−2h2 < J1 < J2+2h2. This picture is consistent with
the growth of the width of the resonance in the autocor-
relation time observed in the inset of Fig. 2b).

Analytically, if the SZM is exact, the operator expan-
sion should converge to all orders in perturbation theory.
We present three results in the supplemental material
that show this indeed must be the case [41]. Firstly, us-
ing simple combinatorial arguments, we bound the num-
ber of terms that first appear at order n in perturbation
theory to a subexponential in n. Secondly, we solve ex-
actly a simple toy model where the semi-infinite chain on
the left of the boundary is replaced by a single spin. The
solution is valid for all choices of the couplings J1 and h1
on the left-hand chain, unless proximity to the resonance
prohibits convergence. We confirm that the normaliza-
tion extracted from this solution agrees precisely with
numerics [41]. The boundary Ising model with a single
spin at the edge, is, therefore, an exact SZM within the
radius of convergence, despite the existence of a pole.

Although the full solution is quite complicated and in-
volves powers of the generating function for the Narayana
numbers [45], for a bit of intuition, it is instructive to con-
sider the simple case, h1 = 0. The solution for the SZM
reduces to:

Ψ2 =N2

∞∑
n,m=−1

Cnmσ
x
−1

(
n∏

k=−1

σx
k

)
σz
n+1

(
m∏

k=−1

σx
k

)
σz
m

Cnm =

(
J1
J2

)1m>−1
(

h2J2
J2
2 − J2

1

)n+1(
h2J2

J2
2 − J2

1

)m+1

,

where 1m>−1 = 1 ifm > −1 and otherwise vanishes. It is
evident Ψ2 is normalizable so long as |h2J2/(J2

2 −J2
1 )| <

1, with a normalization factor:

N2 =
1√

1− h2
2

J2
2−J2

1

(
1−

(
h2J2

J2
2 − J2

1

)2
)
. (5)

Finally, guided by the exact solution to the toy model,
we show that for the general case with N spins to the

100
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102

103

0 0.2 0.4 0.6 0.8 1 1.2 1.4

τ
(1
/J

2
)

J1/J2

Interacting TFIM
XXZ

FIG. 3. The decay time for the boundary spin σz
0 between

ferromagnetic and paramagnetic regimes in the presence of
interactions for system size L = 24 and h1 = h2 = 0.1J2 from
Krylov subspace methods [46]. Other than at the poles at J1

= J2 and J2/3 the decay time is longer than the evolution
time.

left of the boundary, all terms at order n have values that
are exponentially suppressed in n. Thus, the SZM is both
localized at the boundary, and has a finite normalization.
In the limit N → ∞, the bounds on this convergence are:∣∣∣∣ (J2

2 − J2
1 + h22 − h21)± 2h1J1

h2J2

∣∣∣∣ > 2,

∣∣∣∣h2J2
∣∣∣∣ < 1, (6)

which are both consistent with our simple physical argu-
ment based on band overlaps, and the numerics presented
in Fig. 2b).
Interactions—The systems we have so far considered

constitute a special case, as they are not only integrable,
but free. We now consider adding interactions. We have
two possibilites: most naively, we can add integrability
breaking interactions, but we can also consider integrable
but interacting systems. To study a non-integrable, inter-
acting system we add nearest-neighbor XX interactions
as a perturbation to our coupled TFIM chains of the form
−K∑∞

j=−∞ σx
j σ

x
j+1, with K ≪ J2.

With these terms added, both spin and fermion models
now exhibit an almost SZM rather than an exact SZM,
with additional resonances appearing at higher order in
perturbation theory. For example, in addition to reso-
nances at J2 = ±J1, the SZM also has poles starting at
third order at J2 = ±(3)±1J1, and generically at order
p+ q − 1 for J2 = ±(p/q)±1J1 for p, q odd integers.
Numerically, we can extract the decay time from when

the autocorrelator falls below a threshold value, Fig. 3.
Even for large values of the interaction strengths, we see
that the boundary degrees of freedom have significantly
enhanced lifetimes. Additionally, the effect of the reso-
nances can be seen as dips in the autocorrelation times
exactly at the values predicted above.
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For interacting, integrable systems, we do not expect
this proliferation of resonances. For example, consider
coupling two XXZ chains end-to-end together as we cou-
pled the two TFIM chains:

HXXZ =−
−1∑

j=−∞

[
J1σ

z
jσ

z
j+1 + h1(σ

x
j σ

x
j+1 + σy

j σ
y
j+1)

]
−

∞∑
j=0

[
J2σ

z
jσ

z
j+1 + h2(σ

x
j σ

x
j+1 + σy

j σ
y
j+1)

]
.

As for the TFIM, we will set the second chain to always
be ferromagnetic, J2 > h2. If J1 < h1, then the first
chain is gapless, and there are no resonances: the SZM
exists if and only if h1 is sufficiently smaller than J2. On
the other hand, if both chains are ferromagnetic, there is
a single resonance at J1 = J2 (Fig. 3).

Outlook—Our work opens the door to a number of
intriguing directions. Most directly, is it possible to cal-
culate an explicit solution for the exact boundary SZM,
which appears to have an intriguing relation to squares of
the Narayana numbers [41]? Furthermore, is the bound-
ary SZM also exact for interacting integrable systems,
such as the XXZ chain, which is known to host an exact
SZM at a system boundary? If so, it may be possible
to relate this conserved quantity to the hierarchy of con-
served quantities that have recently been constructed in
the XXZ chain [47–49]. For practical purposes, it will
be important to study how stable the SZMs are under
dynamical protocols to manipulate them by moving the
phase boundaries [16].
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supported by the NSF through the QII-TAQS program
(Grant No. 1936100) and the QLCI program (Grant No.
OMA-2016245), and the David and Lucile Packard foun-
dation.
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äquivalenzverbot, Zeitschrift für Physik 47, 631 (1928).

[40] P. Fendley, Free parafermions, Journal of Physics A:
Mathematical and Theoretical 47, 075001 (2014).

[41] See Supplementary Material for additional details.
[42] T. D. Schultz, D. C. Mattis, and E. H. Lieb, Two-

dimensional ising model as a soluble problem of many
fermions, Rev. Mod. Phys. 36, 856 (1964).

[43] S. Bravyi and R. König, Disorder-Assisted Error Correc-
tion in Majorana Chains, Commun. Math. Phys. 316, 641
(2012).

[44] In fact, due to the system’s free-fermion nature, the au-
tocorrelator never decays, but rather starts to coherently
oscillate.

[45] T. K. Petersen, Eulerian Numbers, Birkhäuser Advanced
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CHOICE OF JORDAN–WIGNER STRING

In the main text, we choose a Jordan–Wignerization starting from the left edge of the system. This means that the
operator in the spin boundary Ising model corresponding to a0 in the fermionic boundary Ising model is not simply

σz
0 , but instead the highly nonlocal operator

(∏−1
k=−∞ σx

k

)
σz
0 . Starting from the fermionic Hamiltonian, a natural

choice for a different set of JW transformations is one that maintains an exact correspondence between a0 and σz
0 .

In order to do this, we define a new string operator that starts at the center of the chain at site 0 and then wraps
around from +∞ to −∞:

aj =


(∏j−1

k=−∞ σx
k

)
(
∏∞

k=0 σ
x
k)σ

z
j j < 0(∏j−1

k=0 σ
x
k

)
σz
j j ≥ 0

(S1)

bj =

i
(∏j

k=−∞ σx
k

)
(
∏∞

k=0 σ
x
k)σ

z
j j < 0

i
(∏j

k=0 σ
x
k

)
σz
j j ≥ 0

. (S2)

Under such a JW transformation, a0 trivially transforms into σz
0 , allowing us to directly compare the strong zero

modes living on the boundary. However, the Hamiltonian HBI also changes:

H ′
BI = −J1

−2∑
j=−∞

σz
jσ

z
j+1 − J2

∞∑
j=0

σz
jσ

z
j+1 − h1

−1∑
j=−∞

σx
j − h2

∞∑
j=0

σx
j − J1

( ∞∏
k=−∞

σx
k

)
σz
−1σ

z
0 . (S3)

The JW string attached to σz
−1 is no longer cancelled by that attached to σz

0 , and thus the coupling between the
two chains picks up a nonlocal factor of a global spin flip about the x̂ axis, the symmetry operator F . This factor
drives a significant difference in physics between the spin and fermionic SZMs, as we have seen in the main text.

EXACT SOLUTION FOR THE SPIN BOUNDARY SZM

In this Appendix, we shall prove the existence of an exact SZM starting at the boundary spin σz
0 between two

transverse field Ising chains with different couplings. In particular we focus on the same Hamiltonian as in the main
text but with the left-hand chain a finite N sites long:

HBI = −J1
−1∑

j=−N

σz
jσ

z
j+1 − J2

∞∑
j=0

σz
jσ

z
j+1 − h1

−1∑
j=−∞

σx
j − h2

∞∑
j=0

σx
j . (S4)

We will solve the case N = 1 exactly, and prove that in the limit as N → ∞ the SZM is exponentially localized
under a set of constraints (S43) for the couplings that we derive. Additionally, we provide evidence that under these
restrictions the its operator norm (hereafter ‘normalization’), converges.

We will often consider the same Hamiltonian written in terms of ai, bi, the usual Majorana fermion operators defined
with a Jordan–Wigner string starting from the left edge of the chain, see Eq. 2 in the main text:

HFBI = −iJ1
−1∑

j=−N

bjaj+1 − iJ2

∞∑
j=0

bjaj+1 − ih1

−1∑
j=−∞

ajbj − ih2

∞∑
j=0

ajbj . (S5)
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Ansatz

We will use the following ansatz for the SZM:

ΨN = iNN
∑

i0<···<iN
j0<···<jN−1

Ai0...iNBj0...jN−1
ai0bj0ai1bj1 . . . aiN , (S6)

for real scalar coefficients A,B and normalization N . Additionally, to ensure the normalization N measures the
overlap with the boundary spin σz

0 = iN (
∏−1

j=−N ajbj)a0, we fix the coefficent of this term in the sum to one:
A−N,−N+1,...,0 = B−N,−N+1,...,−1 = 1.
The use of this ansatz enforces two major assumptions: firstly, every term in the SZM expansion has the same

number of a and bMajorana fermion operators; secondly, the magnitude of each term in the expansion can be factorized
into two contributions which only depend on which a or b operators are present independently. As observed in the
main text, the total number of Majorana operators remaining constant in each term of ΨN immediately follows from
the quadratic, free-fermion nature of HBI. The further separate conservation of a and b operator number is natural
if we insist that, as well as commuting with the Hamiltonian, the SZM must be related to the boundary spin by a
unitary transform: ΨN = U†σz

0U . This ensures that the SZM squares to the identity, Ψ2
N = 1. It is also consistent

with the understanding that the SZM is a consequence of the emergent U(1) symmetry revealed by a local unitary
transformation of the Hamiltonian to a new Hamiltonian under which the boundary spin is conserved exactly[S22].

In order to explain the separate conservation of a and b operator number, let us first assume the converse, so that
ΨN consists of the sums of arbitrary strings of a and b operators total length 2N + 1. Let the number of a operators
in a given string s be Na(s), and let the commutator C = [HBI,ΨN ]. For ΨN to commute with the Hamiltonian
every term in C must individually vanish. Notice that one commutation with HBI changes the number of a operators
in a string by ±1; thus, each operator string s with Na(s) = n in C originated from an operator string s′ with
Na(s

′) = n± 1 in ΨN . This means that enforcing commutation with the Hamiltonian only relates the coefficients of
operator strings in ΨN with the same parity of Na(s). We can thus neglect any operator string in ΨN with opposite
Na-parity to the zeroth order term σz

0 .
Having established this condition on operator strings in ΨN , let us turn to the form of the unitary transform U .

Without loss of generality, we may write as U = eG for anti-Hermitian G. Every possible operator string with the
same total Majorana fermion operator number as σz

0 can be generated by a unitary transform defined by

G =

∞∑
i,j=−N

(αijaiaj + βijbibj + γijaibj) , (S7)

for arbitrary constants αij , βij and γij . However, the aibj terms in G will result in operator strings in ΨN of arbitrary
Na-parity; thus, from the discussion above, we must set γij = 0. Possible additional terms in G greater than quadratic
in Majorana fermion operators, which could feasibly conserve Na-parity by changing Na(σ

z
0) by an even number, such

as aiajbkbl, will generically not conserve total Majorana fermion operator number. The remaining terms in G conserve
the number of a and b operators exactly. Furthermore, notice that if γij = 0, U splits into two mutually commuting
parts: U = UaUb = eGaeGb , where Ga =

∑
αijaiaj and Gb =

∑
βijbibj . This justifies the factorization of the

magnitude of each term in our ansatz for ΨN into two contributions A and B which only depend on which a or b
operators are present respectively.

Counting terms involving a fixed number of hops

Having defined the ansatz, we now wish to consider how many terms there are of a given order when we send N
to infinity. The order in perturbation theory each term in this ansatz appears is given by the minimum number of
‘hops’ each Majorana fermion operator ai and bj must make on their respective sublattices to reach that term from
their initial positions at zeroth order, Sa0, where S is the product of all ais and bis for i < 0. For example, in the
ferromagnetic regime of both chains, a fermion-operator product that can be reached from Sa0 in no fewer than n
hops will appear at leading order ∝ (

∏
j h(j)J(j))/(J

2
1 − J2

2 )
n, where h(j) and J(j) are the h and J associated with

hop j of n. One can calculate the coefficients using the appropriate G, which we find to be

G ≈
∞∑

n=0

1

2(J2
1 − J2

2 )
n

n−1∑
m=0

(−1)m+1

(
n− 1

m

)
((J1h1)

m(J2h2)
n−ma−man−m+(h2/h1)(J1h1)

n−m(J2h2)
mbm−nbm) (S8)
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to term-wise leading order in (J2
1 − J2

2 )
−1.

In particular, we can map terms of order n with m ‘a’ hops and n −m ‘b’ hops to simultaneous partitions of the
integers m and n −m. To see this, note that any given ‘a’ or ‘b’ can’t have made any more hops than a fermion of
the same type to its right; therefore, we can associate any partition with a collection of hops of one type of fermion
uniquely, assigning the largest integer to the rightmost fermion of that flavor, the second largest integer to the fermion
immediately to its left, and so on. The number of partitions p(n) of an integer n is well known to be bounded by

(1/4
√
3n) exp

(
π
√
2n/3

)
. We can then bound the number of n hop terms q(n) for even n ≥ 8 by

q(n) =

n∑
m=0

p(m)p(n−m) < np
(n
2

)2
<

1

12n
exp

(
π

√
4n

3

)
(S9)

which is subexponential in n. This inequality in fact also holds for odd n ≥ 9 if we replace p(n/2)2 in the middle
expression with p((n− 1)/2)p((n+1)/2). If the coefficients of the terms themselves are also at most exponential in n
(i.e. the SZM ‘exponentially localized to the boundary’), the norm of the operator formed by just keeping the leading
order coefficients of terms in the SZM can be bounded by a geometric series, and will therefore be finite within some
radius of convergence.

In the following discussion, we move beyond perturbation theory. For the toy model case of a single boundary
spin, we calculate the SZM and its normalization exactly to prove convergence. For the general case, we are not able
to calculate the SZM exactly, but instead provide sharp bounds on when it can be exponentially localized to the
boundary (without any assumptions of keeping only leading-order terms in perturbation theory). The subexponential
number of terms displayed here will then allow us to determine that under these same bounds the SZM normalization
converges.

Single boundary spin

We turn to dealing exactly with the case N = 1, that is, when there is a single spin past the boundary. In this
case, our ansatz becomes

Ψ3 = iN
∞∑

l=−1

∞∑
j=−1

∞∑
k=j+1

Aj,kBlajakbl, (S10)

where we set A−1,0 = B−1 = 1.
We want to find the appropriate Aj,k, Bl such that each term in the commutator C = [HBI,Ψ3] vanishes. Given

the form of the ansatz and the Hamiltonian, operator strings in C necessarily have the form ambnbp or amanap. In
order to visualize the contributions to each term in C, it is helpful to represent operator strings as diagrams as in
Fig. S1. Splitting each lattice site in two, the presence of Majorana fermion operators a and b on a lattice site in a
string are represented by filled circles on the upper or lower chain respectively. The action of commuting the string
by HBI amounts to ‘hopping’ filled circles in this diagram to neighboring sites, with a hard-core constraint.

FIG. S1. The links of the chain depict the Hamiltonian couplings, while the filled circles denote an operator string, in this case
a−1b−1b2. The red arrows show how this string may be obtained from strings in Ψ3 by the commutation [H,Ψ3].

In particular, the diagram in Fig. S1 shows the contributions to the operator strings in C of the form a−1b−1bm for
m ≥ 0. Here two of the Majorana operators remain in their original positions in σz

0 and one moves away. Demanding
these terms vanish thus leads to the conditions:

J2A−1,m+1 − h2A−1,m − J1Bm = 0

A−1,m+1 =
h2
J2
A−1,m +

J1
J2
Bm m ≥ 0 (S11)
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FIG. S2. As in Fig. 1, the filled circles denote an operator string, in this case a−1a−0a2. The red arrows show how this string
may be obtained from strings in Ψ3 by the commutation [H,Ψ3].

Recursively substituting the left hand side of equation (S11) into the right hand side, we may eliminate the A1,j

entirely from the right hand side to find:

A−1,m+1 =

m∑
j=0

hm−j
2

Jm−j+1
2

J1Bj +

(
h2
J2

)m+1

m ≥ 0, (S12)

where we have used A−1,0 = 1. We find A0,m from similar constraints on strings in C of the form a0b−1bm:

J2A0,m+1 − h2A0,m − h1Bm = 0 m ≥ 1

J2A0,1 − h1B0 = 0 (S13)

=⇒ A0,m+1 =

m∑
j=0

hm−j
2

Jm−j+1
2

h1Bj m ≥ 0. (S14)

Continuing to focus on strings in C with only one Majorana fermion operator different from σz
0 , let us consider

those of form a−1a0am for m > 0 (Fig S2). These impose the conditions:

J2Bm−1 − h2Bm − h1A0,m − J1A−1,m + h2B0A−1,m = 0 m ≥ 1 (S15)

Rewriting A0,m and A1,m using equations (S12) and (S14) we find:

h2Bm = J2Bm−1 +

m−1∑
j=0

[
(h2B0 − J1)

hm−j−1
2

Jm−j
2

J1 −
hm−j−1
2

Jm−j
2

h21

]
Bj + (h2B0 − J1)

(
h2
J2

)m

. (S16)

This is a recurrence relation for Bm in terms of Bj with j < m, suggesting we may be able to solve for arbitrary Bm

in terms of some initial set. Considerable simplification is possible if we first extract the last, (m − 1)-th term from
the sum on the right hand side:

h2Bm =
1

J2
(J2

2 + h2B0J1 − h21)Bm−1 +
h2
J2

m−2∑
j=0

[
(h2B0 − J1)

hm−j−2
2

Jm−j−1
2

J1 −
hm−j−2
2

Jm−j−1
2

h21

]
Bj + (h2B0 − J1)

(
h2
J2

)m−1


We can now replace the term in the large brackets using equation (S16) but with m→ (m− 1):

h2Bm =
1

J2
(J2

2 + h2B0J1 − h21)Bm−1 +
h2
J2

(h2Bm−1 − J2Bm−2)

Bm = αBm−1 −Bm−2, (S17)

for α = 1
h2J2

(J2
2 − J2

1 + h22 − h21 + h2J1B0). Equation (S17) is a recurrence relation with constant coefficents and two
unknown initial conditions, B0 and B1. However, B1 can be directly calculated in terms of B0 from equation (S16)
with m = 1 as B1 = αB0 − J1/J2. Thus, using basic combinatorics, we can now immediately solve for arbitrary Bm

in terms of B0.
The most illuminating form of the solution for our purposes will be the generating function for the Bm, which is

simply

G(x) =

∞∑
j=0

Bjx
j =

B0 − (J1/J2)x

1− αx+ x2
. (S18)
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Notice that the polynomial on the denominator is palindromic: it is self-reciprocal. Thus its roots can be written as
λ and λ−1. Let us assume for the moment that both roots are real, and choose λ ≥ 1, so that λ−1 ≤ 1. Factoring the
denominator as (1− λx)(1− λ−1x) and expanding G(x) as partial fractions, we find:

G(x) =
c1

1− λx
+

c2
1− λ−1x

= c1(1 + λx+ λ2x2 + . . . ) + c2(1 + λ−1x+ λ−2x2 + . . . ),

for constants c1, c2. Because λ > 1, G(x) diverges, which means that Bm becomes larger and larger with m, and
the SZM is delocalized. In order to avoid this fate, we must choose B0 such that the numerator polynomial in
equation (S18) cancels the factor of (1− λx) in the denominator:

B0 − (J1/J2)x

(1− λx)
= B0 ∀x, (S19)

where the constant on the right hand side must be B0 for G(0) = B0. Notice also λ depends on B0 through α. Thus
finally

B0 =
J1
J2
λ−1

=
J1
h2

∆h2 +∆J2 ±
√
((h1 − h2)2 +∆J2) ((h1 + h2)2 +∆J2)

2∆J2

(S20)

where we have defined ∆h2 = h21 − h22 and ∆J2 = J2
1 − J2

2 . If ∆h2 + ∆J2 > 0 we take the negative branch of the
solution, and vice versa, in order to minimize λ−1 and ensure convergence if possible.
On substituting (S19) into (S18), we obtain the standard geometric series generating function, immediately implying

Bm =

(
J2
J1

)m

Bm+1
0 (S21)

As an interesting aside, although we have not made any assumptions in the derivation above as to the phase of the
underlying transverse-field Ising chains, we remark here that if we do assume both chains are in the ferromagnetic
phase and Taylor expand B0 around h1 = 0 and h2 = 0, we find that the h2n1 h2k+1

2 term has numerical coefficient equal
to N(n, k), the number on the n-th row and k-th column of the Narayana triangle, for n, k ≥ 1. In fact, B0 is equivalent
to the generating function for the Narayana numbers under the substitution t = h22/h

2
1 and z = −h21/∆J2 . [S2]. One

way of understanding this combinatorially is the following: in the perturbative construction of the SZM, after acting
once with h2 to obtain the lowest order possible operator string with b0 present, the number of ways to act 2n times
with the h1 part of the Hamiltonian and 2k times with the h2 part of the Hamiltonian and return to an operator
string with b0 present is exactly equal to number Dyck words of n pairs of matching brackets [ and ] with k nestings.

Let us now return to solving for the SZM by calculating the An,m. Substituting Bm from equation (S21) into
equations (S12) and (S14) yields solutions for A−1,m and A0,m as the results of partial geometric sums. To calculate
An,m for n > 0, we will need to appeal to further conditions on the vanishing commutator C = 0. In particular,
consider strings in C of the form anbn−1bm for n > 0:

J2An,m+1Bn−1 − h2An,mBn−1 − h2An−1,nBm = 0 m > n

J2An,n+1Bn−1 − h2An−1,nBn = 0 n > 0 (S22)

=⇒ An,m+1 =
An−1,n

Bn−1

m∑
j=n

Bj

(
h2
J2

)m−j+1

n > 0, m > n. (S23)

Substituting Bn/Bn−1 = (J2/J1)B0 and A0,1 = (h1/J2)B0 from equation (S13) into equation (S22) trivially leads to

An−1,n = h1

J2

(
h2

J1

)n−1

Bn
0 for n > 0. This allows us to evaluate the sum (S23) as another geometric series. Finally,

we obtain the following solution for all An,m:

An,m =


γ
[
(h2J1 +B0∆J2)

(
h2

J2

)m
−B0J

2
1

(
B0J2

J1

)m]
, n = −1

γ h1B0

J2

(
h2B0

J1

)n [
h2J1

(
h2

J2

)m−n−1

−B0J
2
2

(
B0J2

J1

)m−n−1
]
, n > −1

(S24)
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where we have defined γ = (h2J1 −B0J
2
2 )

−1.
Now that we have a complete solution for Bn and An,m, several remarks are in order. Firstly, while we have used

the fact that specific terms in the commutator with the Hamiltonian C vanish to fully specify the An,m and Bm,
one should, and can, check that for solutions of the above form, all terms in C vanish. Secondly, for the SZM we
require localization, such that the An,m and Bm are exponentially decreasing functions of n and m. This is manifestly
satisfied if the magnitudes of the ratios h2

J2
and J2B0

J1
are less than one. Of course, we also require that B0 be real so

that the SZM is Hermitian.
The final calculation and condition on the exact strong zero mode is that the normalization N must converge. For

an ansatz of the form (S10), the normalization is given by

N−2
3 =

( ∞∑
l=−1

B2
l

) ∞∑
j=−1

∞∑
k=j+1

A2
j,k

 (S25)

Using the explicit formss of Bm and Aj,k, this sum can be easily computed as the sum of several geometric series,
yielding:

N−2
3 =

B0J
4
1

(
B0

(
h21 − 2h22 + J2

1

)
+ 2h2J1 −B3

0h
2
2

)
+ J2

1J
2
2 (J1 −B0h2)

(
J1 −

(
2B3

0 +B0

)
h2
)
−B2

0J
4
2 (J1 −B0h2)

2

(h22 − J2
2 )(J1 −B0h2)2 (B2

0J
2
2 − J2

1 )
(S26)

The normalization converges under the same conditions for the Aj,k and Bm remain localized. In particular, solving
for the roots of the denominator which give the limit of convergence, we find:

h2 = J2,

J1 = ±
√
J2
h21 − (h2 − J2)2

h2 − J2
,

J1 = ±
√
J2

−h21 + (h2 + J2)2

h2 + J2
.

For example, for h1 = h2 = 0.1 and J2 = 1, the normalization converges for J1 < 0.9428 . . . and J1 > 1.0444 . . . , in
agreement with the numerics in Figure 5 of the main text. We can also test the exact value of the normalization (S26)
versus the numerical plateau value, as shown in Fig. S3. Here we also test the normalization N2 for the special case
h1 = 0 which reduces to the formula given in the main text equation (5).
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FIG. S3. The amplitude of the long-lived component of the autocorrelator for a toy model with a single spin at the edge. The
numerical and corresponding analytical results agree precisely with equation (S26).
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N boundary spins

Now we have the simple case of one boundary spin to act as a guide, let us turn to the full problem with N
boundary spins, aiming to take the limit N → ∞. Recall that the zeroth order term in SZM is represented by a sea
of Majorana fermion operators filling the lattice sites j ≤ 0 for the a operators and j < 0 for the b operators, due to
the Jordan–Wigner string. Let us first restrict ourselves to terms in the full SZM where there are at most a single
hole in the sea of the a and b respectively, so that there is at most only one additional a operator and one b operator
in the right chain. We will continue using ansatz (S6), but simplify the notation for the single hole case by using the
position of the hole in the left chain i, and corresponding operator in the right chain j, as indices for the coefficients
of the SZM operator.

Let the sequence representing the positions of the first N of N + 1 a-operators when there is a hole at site i be

Ai = (−N,−(N − 1), . . . , i− 1, i+ 1, . . . , 0).

To locate all N b-operators, we must also give the position of the displaced operator on the right chain m:

Bim = (−N,−(N − 1) . . . i− 1, i+ 1, . . . ,−1,m).

Using these definitions, the ansatz for those terms in the SZM with at most a single hole for each fermion type
becomes:

Ψsingle
N = iNN

0∑
j=−N

−1∑
n=−N

∞∑
k=1−δ0j

m=0−δ−1n

Aj,kBn,m

 ∏
α,β∈Aj×Bnm

aαbβ

 ak, (S27)

For consistency with the full ansatz, we immediately set the zeroth order coefficients A0,0 = B−1,−1 = 1. These
govern the trivial no-hole cases.

We follow the same procedure as in the single boundary-spin case. We shall demand the commutator C = [HBI,ΨN ]
vanishes, and derive recursion relations on the SZM coefficients. Of course, in general the conditions imposed on the
full SZM by C vanishing will relate terms in the single hole sector to those without. However, we will show that, even
if we only consider terms in C which solely depend on the single-hole sector, one can fully determine all Aij , Bij , as
long one additionally demands localization to the boundary.

Recall the first step in the single boundary-spin proof was to enforce the vanishing of operator strings of the form
a−1b−1bm and a0b−1bm in C, so that we could write the A coefficients in term of the B. To generalise to the N -spin
case, notice that these strings are placing a hole in the a-sea at 0 and 1 respectively and putting the left-over fermion
operator at bm. So for the N -spin case, we need to consider placing a hole at each of all N +1 sites in the a-sea; that
is, we must consider operator strings of the form σz

0anbm for n ≤ 0 and m ≥ 0.
This yields the following set of equations for A:

A0,m+1 =
h2
J2
A0,m +

J1
J2
B−1,m m ≥ 0 (S28)

A−N,m+1 =
h2
J2
A−N,m +

h1
J2
B−N,m m ≥ 0 (S29)

An,m+1 =
h2
J2
An,m +

J1
J2
Bn−1,m +

h1
J2
Bn,m m ≥ 0, −N < n < 0, (S30)

where we define An,0 = 0 for n < 0 to cover the boundary conditions at m = 0 of equations (S29) and (S30).
Equations (S28) and (S29) are familiar from the single spin case (S11) and (S13) and follow from the type of process

depicted in Fig. S1. Equation (S30) is simply a combination of the two prior – when the hole is in the ‘bulk’ of the
Jordan-Wigner string, hops from both B terms are allowed.

Recursive substitution can be used to eliminate the A terms from the right hand side, yielding:

A0,m+1 =

m∑
j=0

hm−j
2

Jm−j+1
2

J1B−1,j +

(
h2
J2

)m+1

m ≥ 0

A−N,m+1 =

m∑
j=0

hm−j
2

Jm−j+1
2

h1B−N,j m ≥ 0

An,m+1 =

m∑
j=0

hm−j
2

Jm−j+1
2

(
J1Bn−1,j + h1Bn,j

)
m ≥ 0, −N < n < 0 (S31)
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These are the N spin equivalents of equations (S12) and (S14).
Continuing to follow the single boundary-spin proof, let us consider strings of the form σz

0bnam for n < 0,m > 0,
the N -spin equivalent of a−1a0am (Fig S2). These impose the conditions:

J2Bn,m−1 − h2Bn,m − h1An,m − J1An+1,m + h2Bn,0An+1,m = 0 m ≥ 1 (S32)

This is exactly the N -spin version of equation (S15), simply repeated N times for each possible choice of hole location
n. Substituting in equations (S31) we can use the same procedure which led us from equation (S15) to the full
recursion relations (S17) here to derive:

B−1,m = (α+ γB−1,0)B−1,m−1 + βB−2,m−1 −B−1,m−2 m ≥ 2

B−N,m = αB−N,m−1 + βB−N+1,m−1 + γB−N,0B−1,m−1 −B−N,m−2 m ≥ 2

Bn,m = αBn,m−1 + β(Bn+1,m−1 +Bn−1,m−1) + γBn,0B−1,m−1 −Bn,m−2 m ≥ 2, −N < n < 0, (S33)

where α = 1
h2J2

(J2
2 − J2

1 + h22 − h21), β = −(h1J1)/(h2J2) and γ = J1/J2. This is set of N -coupled recursion relations
for the Bn,m.

The initial conditions can also be easily derived from equations (S31) and (S32), but before we state them, let us
switch to a more natural matrix-vector notation. Let us create an N -dimensional column vector out of the Bn,m at
fixed m:

m=


B−N,m

B−N+1,m
...

B−1,m

 (S34)

Now we can consider matrices acting on this vector: let us define a tridiagonal Toeplitz matrix T , a square matrix
Γ with all but the last column zero, and their sum F :

T =



α β
β α β

β
. . .

. . .

. . .
. . . β
β α


N×N

Γ =

0 0 . . . ↑
...

... . . . γb0
0 0 . . . ↓


N×N

F = T + Γ (S35)

Then in a 2N -dimensional vector space, let us further introduce the block matrix M and block vector bn:

M =

(
0 I
−I F

)
2N×2N

bn =

(
bn
bn+1

)
, (S36)

where I is the N ×N identity matrix.
Finally the coupled recurrence relations (S33) can be written as a single matrix equation

bm = Mmb0 (S37)

The initial conditions are given by

b0 =

(
b0
b1

)
=

(
b0

Fb0 − γen

)
, (S38)

where e⊺n = (0 . . . 1) is the N -th unit vector.
Notice the terms in bm are coefficients of strings in the SZM which move further and further from the boundary

as m increases. Thus to have localization, we must at least require that all the eigenvalues of the eigenvectors of M
which b0 has overlap with be less than one.
In fact the block diagonal structure of M makes it easy to calculate its the eigenvalue λi in terms of the eigenvalues

fi of the matrix F :

fi =
λ2i + 1

λi
. (S39)
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By replacing λi with λ−1
i in the above equation, it is clear that if λi is an eigenvalue M so is λ−1

i . Thus if all
the eigenvalues of M are real and not equal to one, they split into pairs of magnitude less than and greater than
one respectively. This should be reminiscent from the single boundary spin case, where we found the characteristic
polynomial (S18) had two reciprocal roots, and we chose B0 to cancel the root with magnitude greater than one.
Here we must instead chose b0 such that it lies in the N -dimensional subspace spanned by the eigenvectors of M
with eigenvalues magnitude less than one. This will provide us with N further constraints, fixing the remaining N
unknown SZM coefficients b0.
Before we can do this, we must first show that the eigenvalues of M are indeed real and not equal to one. Solving

equation (S39) for λi we find:

λi =
1

2

(
fi ±

√
f2i − 4

)
(S40)

Hence the required conditions are satisfied if all the fi are real and |fi| > 2.
Recall from equation (S35) that the matrix F is the sum of a tridiagonal Toeplitz matrix T and a matrix with

only one non-zero column Γ, which depends on the initial conditions b0. Let us first consider only T , for which
the eigensystem is well known. We will sketch the derivation in a manner which will be illuminating later. Let
v⊺ = (v1v2 . . . vN ) be an eigenvector such that Tv = tv. Then the elements of v satisfy the recursion relation:

βvn−1 + αvn + βvn+1 = tvn (S41)

with boundary conditions v0 = vN+1 = 0. The characteristic polynomial of the recursion has roots:

r± =
1

2β

(
α− t±

√
(α− t)2 − 4β2

)
Let us reparamaterise t with θ via t = α+ 2|β| cos θ. Then r± = e±iθ. The general solution to the recursion relation
is thus vn = c+e

inθ + c−e
−inθ. The boundary condition v0 = 0 gives c+ = −c−, which combined with the other

boundary condition vN+1 = 0 implies sin (N + 1)θ = 0. Finally then the eigenvalues are

tn = α+ 2|β| cos
(

πn

N + 1

)
n ∈ [1, N ]. (S42)

If we neglect the effect of Γ and let fn = tn, then the condition for the localization of the SZM becomes:

|α± 2β| > 2 (S43)∣∣∣∣ (J2
2 − J2

1 + h22 − h21)± 2h1J1
h2J2

∣∣∣∣ > 2 (S44)

Let sgn(α± 2β) = ±11. Then the limits on localization is given by

(J2
2 − J2

1 + h22 − h21)± 2h1J1 ∓1 2h2J2 = 0 (S45)

(J2 ∓1 h2)
2 = (J1 ∓ h1)

2. (S46)

Notice that (Ji ± hi) yield the maximum and minimum energies of an infinite TFIM chain with Ising coupling Ji and
transverse field hi. Thus the condition on localization of the SZM represents exactly the condition that the bands of
the disconnected chains do not overlap, as seen in the numerics in Fig. 4 of the main text and as expected from the
simple argument presented there.

Of course, before we may draw any conclusions, we must examine the effect of the perturbation of F by Γ. Suppose
we have eigenvector of F such that Fv = fv. Then just like for T we can write down a recursion relation for the
elements of v. For notational simplicity let us write the n-th element of b0 as b̃n (not to be confused with the Majorana
fermion operator bn). Then the recursion relation becomes:

βvn−1 + αvn + βvn+1 + γvN b̃n = fvn. (S47)

Let us rescale v, defining a new vector y = v/vN . This amounts to a choice of normalisation as long as vN ̸= 0.
Then the recursion relation becomes:

βyn−1 + αyn + βyn+1 + γb̃n = fyn, (S48)
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with boundary conditions y0 = 0, yN = 1, yN+1 = 0. Notice this is the same recurrence relation as for T (eqn. S41),
but with different boundary conditions, and inhomogeneous as opposed to homogeneous. The general solution is thus
the same; let f = α+ 2|β| cos θ, then ygenn = c+e

inθ + c−e
−inθ. We must add the particular solution to deal with the

γbn term; from the method of variation of parameters we find:

ypartn = −γ
β

n−1∑
j=1

ei(n−j)θ − e−i(n−j)θ

eiθ − e−iθ
b̃j . (S49)

We can now apply the boundary conditions the full solution yn = ygenn + ypartn . From y0 = 0 we still find c+ = −c−.
Then yN = 1 implies

c+ =
1

eiNθ − e−iNθ

1 +
γ

β

N−1∑
j=1

ei(N−j)θ − e−i(N−j)θ

eiθ − e−iθ
b̃j

 . (S50)

Finally substituting these results into yN+1 = 0 yields

ei(N+1)θ − e−i(N+1)θ

eiNθ − e−iNθ

1 +
γ

β

N−1∑
j=1

ei(N−j)θ − e−i(N−j)θ

eiθ − e−iθ
b̃j

 =
γ

β

N∑
j=1

ei(N−j+1)θ − e−i(N−j+1)θ

eiθ − e−iθ
b̃j

ei(N+1)θ − e−i(N+1)θ

eiNθ − e−iNθ
=
γ

β

N−1∑
j=0

ei(N−j)θ − e−i(N−j)θ

eiθ − e−iθ
[b̃j+1 − b̃j ]

 , (S51)

where to simplify notation we set the fictitious b̃0 = 0. If we knew b0 we could now solve equation (S51) for the N
valid solutions for θ in the same way we solved sin(N + 1)θ to find the eigenvalues of T .
Recall that we may fix b0 from the condition that b0 must lie in the N -dimensional subspace spanned by the

eigenvectors of M with eigenvalues magnitude less than one. Explicitly, let λi with |λi| > 1 be the eigenvalue of M
related to fi via equation (S40). Recall that λ−1

i is then also an eigenvalue. The corresponding eigenvectors of M are
then related to the eigenvectors yi of F by:

y±i =

(
yi

λ±1
i yi

)
(S52)

The localization condition is b0 · y+i = 0 for all i, or

yi · [(1 + λiF )b0 − γλien] = 0 ∀i (S53)

These conditions combined with the full solution for yi and fi in equations (S49) and (S51) in terms of b0 in theory
allow us to fully determine b0 as we did for B0 in the single boundary spin case. Unfortunately, they are a set of
complicated coupled non-linear equations.

Instead of directly solving them, let us remark that in order to show localization we need only bound fi > 2. In
fact the specific form of fi = α+2|β| cos θi makes this particularly easy: as long as the θi are not complex, but either
real or purely imaginary, the condition is certainly satisfied if |α ± 2β| > 2. This is the same localization condition
(S43) we had before we included Γ into F !
Let us examine equation (S51) and show that the solutions θi are indeed either real or purely imaginary. Firstly,

notice that the b̃j = Bj−N−1,0 must themselves decay as j decreases in order to ensure localization. In fact it is
possible to show this follows under the same condition (S43) that all the other terms in the SZM are localized, by
going through the all the steps outlined above in this section but for the problem where there are N -boundary spins
on the right chain, rather than the left. In the fermionic language, this is the problem of a finite number of holes
hopping into an infinite filled sea, rather than reverse we have been considering. In the limit N → ∞, they of course
must yield the same answer. For that version of the problem, one may derive an equivalent recurrence relation to
(S37) with a different M′, but whose eigenvalues λ′ separate into pairs magnitude less than and greater than one
under the same conditions as M. b0 are not the initial conditions, but instead each element follows from the next
step in the recurrence relation. Thus assuming the conditions are met, the bj must decay at least as fast as powers of
the the largest eigenvalue of M′ with magnitude less than 1; or equivalently |bj | < |bNe(j−N)ξ| for some ξ > 0.
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To gain intuition on equation (S51) let us consider the simple limit ξ → ∞; i.e. bj = 0 for j ̸= N . Then if θ is real
equation (S51) simpilifies to:

sin (N + 1)θ = d sinNθ, (S54)

for d = γbN/β. We require unique, non-trivial solutions for fi and yi, so we restrict the domain to 0 < θ < π. In
this domain, it is clear that there are N solutions to equation (S54) if |d| < (1 + 1/N), because the sine wave on the
right hand side is both lower frequency and grows more slowly than the one on the left at θ = 0. The solutions are
perturbations of the solutions to sin (N + 1)θ = 0, i.e. the θi associated with the eigenvalues ti of T . In fact in the
limit N → ∞, these solutions become dense over the domain and it is manifest (and easy to show in perturbation
theory) that fi → ti ∀i as long as |d| < 1.
On the other hand, if |d| > (1 + 1/N) we ‘lose’ the largest of these solutions, because the lower frequency, higher

amplitude sine wave completely skips over the first zero of the other. Instead, we must consider pure imaginary θ:

sinh i(N + 1)θ = d sinh iNθ. (S55)

Indeed by comparing the gradient of the left versus right hand sides of the above equation at θ = 0, it is manifest
that there are two non-trivial pure imaginary solutions if and only if |d| > (1 + 1/N). Because these two solutions
necessarily have the form θ± = ±θc, they correspond to a single unique eigenvalue fi = α+ 2|β| cos θi of F .

Thus we have shown that all N eigenvalues are accounted for by pure real or imaginary θ, and thus the condition
for localization(S43) holds, if ξ → ∞. Let us now allow the b0 to have an exponential tail by requiring merely ξ > 0.
Then for the slowest possible decay of the b0, equation (S54) becomes:

sin (N + 1)θ = d sinNθ

N−1∑
j=0

sin (N − j)θ

sin θ
[e(j+1−N)ξ − e(j−N)ξ] +

sinNθ

sin θ
e−Nξ

 , (S56)

where the last term on the right hand side, which is irrelevant in the limit N → ∞, technically must appear because
we defined b̃0 = 0.

The bracketed term is a simple geometric series in j (which may be made more obvious by leaving the sine in the
numerator as the sum of exponentials). This may be calculated using the usual formula in the limit N → ∞:

sin (N + 1)θ = d sinNθ

(
eξ − 1

2 cosh ξ − 2 cos θ

)
, (S57)

For small positive ξ, the function in brackets is strongly peaked about θ = 0 before monotonically decaying in the
domain 0 < θ < π, never falling below zero. As ξ increases the peak at θ = 0 falls and the function approaches the
constant 1, recovering the limit considered above. It is thus clear that the bracketed term in equation (S57) does not
qualitatively change the behaviour of the solutions compared to equation (S54): there are still either N or N − 1 real
roots, although now the condition for an imaginary root depends on both d and ξ.

Similarly the pure imaginary roots,

sinh i(N + 1)θ = d sinh iNθ

(
eξ − 1

2 cosh ξ − 2 cosh iθ

)
, (S58)

have the same structure as for equation (S55): there are two pure imaginary solutions θ = ±θc, leading to one unique
solution for fi, under the same conditions that there are only N − 1 real roots. (Notice it might appear that there
are always a further two solutions associated with the divergence of the bracketed term as iθ → ξ; however, this is
an artefact of taking the limit N → ∞ in the brackected term and not for the hyperbolic sines – the geometric sum
does not diverge except in this limit, and it is clear that the left hand side still diverges faster than the right for finite
fixed θ under this limit.)

We have shown that the solutions to θ are always either pure real or imaginary. This means that the eigenvalues
of F , fi = α + 2|β| cos θi still satisfy fi > 2 under condition (S43). Thus if this condition holds, the bm, i.e. Bn,m,
are exponentially localized to the boundary. In order to prove the full localization of the SZM, we must consider the
An,m, as well as all the A and B terms outside of the single hole sector. This follow exactly the same procedure as
in the single boundary spin case where we calculated the An,m (in both single and two hole sectors) from the Bm

(eqn (S23)).
Firstly, for the single-hole sector, it is immediately apparent from equation (S31) that the An,m will be localized if

the Bn,m are localized, and additionally |h2| < |J2|. Secondly, to treat the multiple-hole sectors, we must consider the
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vanishing of additional operator strings in the commutator C. For example, we can consider terms in C of the form
σz
0b−2a0b0bj for j > 0 to calculate the two-hole coefficients B−2,−1,0,j , in terms of the single-hole sector coefficients.

Once we have the B−2,−1,0,j we can work forwards by replacing the operator at 0 with 1 and considering the resultant
string in C, and so on to arbitrary n; simultaneously, we can work backwards by moving the holes at −1 and −2 to
the left. Once the two-hole B terms have been determined, we can determine the A by considering strings of the form
σz
0anan+1bnajbj−1bl in C for n < 0,m < n, j > 0, l >= n.
This allows us to calculate all the two-hole sector coefficients in terms of the single hole sector coefficients. Because

all the terms which contribute to a single operator string in C must be related by at most two hops of fermion
operators (conserving a and b number), it is always possible to write an n-hole sector in terms of coefficients of the
n − 1 and n − 2 hole sectors, and thus by induction the single-hole sector. Once we have the result in terms of the
single-hole coefficients, we can expand them in terms of powers of the eigenvalues of λi of M using equations (S31)
and (S37). For all cases in the two-hole sector, the result is much as for the two-hole case for the single boundary-spin
(S23): the coefficients are the sum of products of different pairs of powers of λmi and (h2/J2), divided by a sum of
powers of λi and h2/J2. The powers in the numerator and denominator are such that we again we find exponential
localization, if we assume additionally that the b0 are localized, which as we have argued above occurs under the same
conditions as λi < 1.

This is not a coincidence: if all (m <= n)-hole sectors are exponentially-localized (for n > 0), the (n+1)-sector must
be if all the coefficients in front of the operator strings in C vanish. We can see this by the following simple argument:
take the coefficient of an arbitrary operator string S in the (n+1)-hole sector. We may relate it to the coefficients of
the (m < n)-hole sectors by considering vanishing of the appropriate term in C. Now translate the leftmost cluster of
adjacent fermion operators in S by j sites to the left. Due to the translation symmetry of the Hamiltonian in the left
chain, the coefficient of the new string S′ is related to the m-hole sector by the same equation, but with the n-hole
sector coefficients replaced by those j powers of the λi or h2/J smaller than for S, by the assumption of exponential
localization of the m-hole sectors. Thus if the coefficient of S′ is not exponentially localized compared to S, the two
equations cannot be consistent. We can repeat this procedure with the second leftmost cluster of fermion operators
and so forth, and may also make the same argument concerning the translation of clusters of holes to the left (this
time utilising the translational symmetry of the chain on the right).

Given that rearrangement of the (n+ 1)-hole sector must be consistent with exponential localization, we now need
only show that there exists a process which takes the n-hole sector to the (n+1)-hole sector for which the coefficient

in the (n + 1)-hole sector is localized. To do this, consider strings in C of the form σz
0(
∏−1

j=−n ajbj)(
∏n−1

j=0 ajbj)bn;
Because the holes and corresponding fermion operators have been placed in a block on the left and right of the
boundary respectively, the possible fermion operator hops out of this string are limited, and thus so are the number
of coefficients in the SZM which can commute with the Hamiltonian to generate this string. We find

B
[−n−1,−1];[0,n]

= − 1

J1A[−n+1,−1];[0,n−1]

(
B

[−n,−1];[0,n−1]

(
h2A[−n,−1];[0,n]

− J2A[−n,−1];[0,n−1]
⋃
{n+1}

)
(S59)

+ J2B[−n,−1];[0,n−2]
⋃
{n}A[−n,−1];[0,n]

)
, (S60)

where the set of integers with the overline before the semicolons in the subscripts of the SZM coefficients are the
indices of the holes in the left hand side of the chain, while those after are the indices of the fermion operators in the
right. The SZM coefficient on the left hand side is in the (n+1)-hole sector, while those on the right are in the n-hole
sector. If we assume exponential localization of the latter, then simple power counting immediately yields that the
left hand side coefficient must be suppressed by the correct power of the λi and h/J . Putting all these arguments
together, we may conclude that the (n+ 1)-hole sector is indeed localized if those sectors with fewer holes also are.

In summary, we have shown that an operator which commutes with the Hamiltonian and is exponentially localized
to the boundary exists if and only if the following conditions are satisfied:∣∣∣∣ (J2

2 − J2
1 + h22 − h21)± 2h1J1

h2J2

∣∣∣∣ > 2,

∣∣∣∣h2J2
∣∣∣∣ < 1 (S61)

To prove that the exact SZM exists, we must also show that its normalization converges. For SZMs of the form
described by our ansatz (S6), this means the sum of squares of the coefficients must converge. We have just determined
that the coefficients of terms n-hops away from the zeroth-order term σz

0 is exponentially small in n; however, recall
that we have also shown in equation (S9) that the numbers of such terms is subexponential! Thus the normalization
must indeed converge. Finally, we can conclude that an exact SZM exponentially localized to σz

0 exists if the conditions
(S61) are satisfied.
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Exact form of the SZM for N boundary spins and the Narayana numbers

Although we were unable to solve equations(S49), (S51), and (S53) for the SZM coefficients, we may gain some
insight into the form of the solution from perturbation theory. In particular, we can show that it is extremely unlikely
that the coefficients can be written as elementary functions of the couplings and appear to be related to the generating
functions of the Narayana numbers.

By inspection of the perturbation theory up to 15th order, it appears that for the ferromagnetic-ferromagnetic
SZM, the simplest non-trivial SZM coefficient is:

B−1,0 =
J1h2
∆J2

1 +
J2
2h

2
1

∆J2

∞∑
n=1

n−1∑
j,k=0

J
2(n−j−1)
1 J2j

2 h
2(n−k−1)
1 h2k2

∆2n
J2

N(n, k)N(n, j)

 , (S62)

where recall N(n, k) are the Narayana numbers and ∆J2 = J2
1 − J2

2 . Thus where B0 in the single boundary spin case
was simply the generating function of the Naryana numbers, in the N → ∞ case the equivalent B−1,0 seems to be the
termwise (or Hadamard) product of two Narayana generating functions. As far as we are aware, this has not been
calculated in the literature. However, the generating function of the closely related squares of the Catalan numbers
has been calculated, and it turns out to be an elliptic integral [S3].

OPERATOR PERTURBATION THEORY

Background and proof of SZM construction

Earlier we gave the intuition that resonances occur when there is an energy conserving process to flip the degree
of freedom associated with the 0th order term of the almost SZM using terms from the perturbative part of the
Hamiltonian. However, there were other resonances we could imagine existing based on this reasoning that we don’t
actually observe. In the boundary Ising model, for instance, if in addition to flipping spin −1 with −J1σz

−1σ
z
0 and

spin 0 with −h2σx
0 we also flipped spins −3 and −2 with −J1σz

−3σ
z
−2, we could have an energy conserving process at

h1 = J2/3 coming in at third order, but no such term exists.
Here we lay out another way to construct almost SZMs (or SZMs) that is helpful for gaining insight into why

certain poles appear or do not appear in a given mode. This construction uses an operator perturbation theory;
the intuition is that because the (almost) SZM (approximately) does not evolve in time, we should be able to write
it as a linear combination of operators that are stationary under evolution by the Liouvillian (i.e. the commutator
with the Hamiltonian). When we perturb the Hamiltonian, and thus the Liouvillian and its stationary operators,
the corresponding linear combination of perturbed operators should still be approximately stationary. We can think
of this in analogy to ordinary perturbation theory on a system’s eigenstates. Here instead we’re concerned with
eigenoperators of the Louivillian, which is a linear superoperator (i.e. a map from operator space to itself).

We will utilize the operator perturbation theory derived in Ref. [S4] to construct SZMs. First we will restate the
relevant definitions. We consider perturbing a Hamiltonian H0 → H0 + λH1, where we know how to diagonalize H0,

H0|n(0)⟩ = E(0)
n |n(0)⟩. (S63)

We will also define the Liouville superoperators

L0 = [H0, ·] (S64)

L1 = [H1, ·] (S65)

L = [H, ·]. (S66)

Analogously to applying perturbation theory to wavefunctions, Ref. [S4] describes how operators change in the
Heisenberg picture under the effect of the perturbation. To do this, we need some set of unperturbed basis operators

{R(0)
n } that are eigenoperators of L0:

L0R
(0)
n = ω(0)

n R(0)
n (S67)

such that

L0ω
(0)
n = 0, (S68)



14

where generically the eigenvalues {ω(0)
n } are themselves allowed to be operators. In particular, one choice that will

work for any H0 is {R(0)
ij }, with

R
(0)
ij = |i(0)⟩⟨j(0)| (S69)

and

ω
(0)
ij = E

(0)
i − E

(0)
j , (S70)

as can be readily verified using Eq. (S67).

Finally, we define perturbed versions of the eigenoperators and eigenvalues, and demand that they obey analogous
conditions to Eqs. (S67) and (S68):

Sn =
∑
m

λnR(m)
n (S71)

Ωn =
∑
m

λnω(m)
n (S72)

such that

LSn =ΩnSn (S73)

LΩn =0. (S74)

With these definitions out of the way, we will decompose the unperturbed SZM into the {R(0)
ij } basis,

Ψ(0) =
∑
i,j

cijR
(0)
ij (S75)

and prove that by replacing each R
(0)
ij with Sij we get the SZM in the perturbed system (or an almost SZM, truncating

appropriately):

Ψ =
∑
i,j

cijSij . (S76)

as long as the perturbation does not break the symmetry associated with the SZM.

Proof. Let ψ =
∑

i,j cijSij . Then acting with L we have

Lψ =
∑
i,j

cijLSij =
∑
i,j

cijΩijSij . (S77)

Now, since

Ψ(0) =
∑
ij

|i(0)⟩⟨i(0)|Ψ(0)|j(0)⟩⟨j(0)|

=
∑
ij

⟨i(0)|Ψ(0)|j(0)⟩R(0)
ij ,

(S78)

we have that cij = ⟨i(0)|Ψ(0)|j(0)⟩. Furthermore, we know that, up to corrections exponentially suppressed in L, Ψ(0)

takes each eigenstate of H0 to a state in another sector of the associated symmetry [S5]. 2 These pairs (or, generally,
groups of m states for SZMs with Ψm = 1) will also be degenerate up to exponentially small corrections in L, and if
the pertubation doesn’t break the SZM’s symmetry that degeneracy will be preserved.

Then since for this basis ω
(n)
ij = E

(n)
i − E

(n)
j [S4], we have Ωij = Ei − Ej . So for any i, j, either cij or Ωij is

exponentially small in L. Thus ∥Lψ∥ =
∥∥∥∑i,j cijΩijSij

∥∥∥ < e−αL for some constant α, and ψ is an SZM. □
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Operators SZM construction for the boundary Ising model

Now we will apply operator perturbation theory to reconstruct the almost SZM for the boundary Ising model to
second order. In doing so, we will be a little more general and not specify H0 other than requiring that it has an
unperturbed SZM Ψ(0) = σz

0 and the eigenstates we will specify below. We will, however, specify V :

VBI = −J1
−1∑

j=−∞
σz
jσ

z
j+1 − h2

∞∑
j=0

σx
j . (S79)

We will also work in the basis of states


( −1⊗

α=−∞
| ↔α⟩

)
⊗

 ∞⊗
β=0

| ↕β⟩

 (S80)

where | ↔α⟩ is an eigenstate of σx
α and | ↕β⟩ is an eigenstate of σz

β . In particular, these are eigenstates for HBI[J1 =
h2 = 0]. Finally, for simplicity we will adopt some notation. First, in the expressions that follow we will drop (0)
superscripts for the unperturbed states and energies. Indices i and j will refer to elements of the basis Eq. (S80),
whereas α and β will refer to sites. A prime on a Greek letter or a number, e.g. α′, will refer to flipping that spin,
and a double prime refers to flipping a spin as well as the spin to the right (so β′′ refers to flipping spins β and β+1).

For the Rij basis we’re using, corrections to a basis operator can be written in terms of the perturbative corrections
to the eigenstates[S4]:

R
(n)
ij =

n∑
m=0

|i(m)⟩⟨j(n−m)|. (S81)

We then note that since Ψ(0) = σz
0 is diagonal in this basis, we only need corrections to Rii:

Ψ(0) =
∑
ij

⟨i|σz
0 |j⟩R(0)

ij =
∑
i

⟨i|σz
0 |i⟩R(0)

ii , (S82)

and therefore

Ψ(n) =
∑
i

⟨i|σz
0 |i⟩R(n)

ii . (S83)

The first and second order corrections are

R
(1)
ii = −h2

∑
α≥0

|i;α′⟩⟨i|+ h.c.

Ei − Eα′
i

− J1
∑

α<−1

|i;α′′⟩⟨i|+ h.c.

Ei − Eα′′
i

− J1 ⟨i|σz
0 |i⟩

|i;−1′⟩⟨i|+ h.c.

Ei − E−1′

i

(S84)
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and

R
(2)
ii =h22

( ∑
α,β≥0
α̸=β

|i;α′β′⟩⟨i|+ h.c.

(Ei − Eα′
i )(Ei − Eα′β′

i )
−
∑
α≥0

|i⟩⟨i|
(Ei − Eα′

i )2
+
∑

α,β≥0

|i;α′⟩⟨i;β′|
(Ei − Eα′

i )(Ei − Eβ′

i )

)

+ J2
1

( ∑
α,β<−1
α̸=β

|i;α′′β′′⟩⟨i|+ h.c.

(Ei − Eα′′
i )(Ei − Eα′′β′′

i )
−
∑

α<−1

|i⟩⟨i|
(Ei − Eα′′

i )2
+

∑
α,β<−1

|i;α′′⟩⟨i;β′′|
(Ei − Eα′′

i )(Ei − Eβ′′

i )

)

+ J1h2
∑
α≥0
β<−1

(
(2Ei − Eα′

i − Eβ′′

i ) |i;α′β′′⟩⟨i|+ h.c.

(Ei − Eα′
i )(Ei − Eβ′′

i )(Ei − Eα′β′′

i )
+

|i;α′⟩⟨i;β′′|+ h.c.

(Ei − Eα′
i )(Ei − Eβ′′

i )

)

+ J1h2
∑
α≥0

(( ⟨i|σz
0 |i⟩

(Ei − E−1′

i )(Ei − E−1′α′

i )
+

⟨i;α′|σz
0 |i;α′⟩

(Ei − Eα′
i )(Ei − E−1′α′

i )

)
(|i;−1′α′⟩⟨i|+ h.c.)

+
⟨i|σz

0 |i⟩ (|i;α′⟩⟨i;−1′|+ h.c.)

(Ei − Eα′
i )(Ei − E−1′

i )

)
+ J2

1

∑
α<−1

((
(2Ei − E−1′

i − Eα′′

i ) ⟨i|σz
0 |i⟩

(Ei − E−1′

i )(Ei − Eα′′
i )(Ei − E−1′α′′

i )

)
(|i;−1′α′′⟩⟨i|+ h.c.)

+
⟨i|σz

0 |i⟩ (|i;α′′⟩⟨i;−1′|+ h.c.)

(Ei − Eα′′
i )(Ei − E−1′

i )

)
+

J2
1

(Ei − E−1′

i )2
(|i;−1′⟩⟨i;−1′| − |i⟩⟨i|).

(S85)

When we plug the R
(1)
ii s into Eq. (S83) to get Ψ(1), we find that all of the terms cancel except for those with α = 0.

This makes sense; this just means that the perturbation needs to flip the edge spin (which was conserved when σz
0

was the SZM) to modify the SZM. Flipping spin zero has an energy cost of ±2J2 in the boundary Ising model, so
there are no poles at first order.

For Ψ(2), all terms not involving a flip of spin 0 will cancel. Furthermore, almost all terms will also cancel given
the energy of both excitations together above the unperturbed state is simply the sum of each separately; specifically,
they will cancel if

Eab
i − Ei = (Ea

i − Ei) + (Eb
i − Ei) (S86)

where a and b denote an excitation (i.e. either flipping one spin on the ferromagnetic side or two adjacent spins on the
paramagnetic side). Here, of course, one of those excitations will be flipping spin 0. For the boundary Ising model, all
pairs of excitations except for adjacent spins flips in the ferromagnetic phase and overlapping pairs of spin flips in the
paramagnetic phase obey Eq. (S86), and therefore will not contribute poles where this condition applies. If we were to
flip a sequence of adjacent spins in the ferromagnet starting from spin 0, however, any domain wall created/destroyed
by flipping spin i will be destroyed/created by flipping spin i+ 1, and we can only create or destroy one domain wall
on net, changing the energy by ±2J2. Similarly, suppose only spin i is flipped in the paramagnetic phase (the first
paramagnetic spin we flip must be spin −1 with the boundary term −J1σz

−1σ
z
0 , as described below). Then we could

flip spin i and i−1, evading Eq. (S86), but now only spin i−1 is flipped (i having been flipped and flipped back). Just
as with the domain walls, we can only flip one paramagnetic spin on net. If we were to add some terms to H0 (that
didn’t change our assumed eigenstates) to make additional pairs of excitations that broke the separability condition
(S86) (for example, next nearest neighbor ZZ interactions) we would get additional poles at Ei = Eab

i .
As we implied above, there is an exception to this condition enforcing that terms cancel. Specifically, it does

not apply when one of the excitations involves the boundary term −J1σz
−1σ

z
0 , since that term measures the sign of

the boundary spin σz
0 , which flips during any processes which contribute to the perturbation theory. Instead, the

cancellation condition becomes

Eab
i − Ei = (Ea

i − Ei)− (Eb
i − Ei), (S87)

such that the excitations now subtract independently to give the total energy above the unperturbed state. In general,
this means such terms will not cancel.

For the boundary Ising model, then, we can create one spin flip in the paramagnetic phase and one domain wall
in the ferromagnetic phase using −J1σz

−1σ
z
0 and −h2σx

0 and then move those excitations further into their respective
phases, but we can only change the system’s energy by ±2h1 ± 2J2 on net after creating a spin flip/domain wall
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pair and moving either/both, explaining the lack of additional poles in Ψ. We could make additional excitations at
the boundary after making room by moving away any previous excitations, but after forming m excitations the total
change in energy will just be ±2mh1 ± 2mJ2, again generating no new resonances.
We have demonstrated the conditions under which a SZM has a resonance in boundary Ising-like models up to

second order in perturbation theory. The key intuition we developed is that a resonance requires not only states of
equal energy with the spin of interest flipped, but also a process connecting those two states driven by a sequence of
excitations, whose energies depend on each others’ presence and the spin of interest. We expect this criterion to be
of general importance to SZMs in free and integrable spin chains.
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