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Enhancing a Many-body Dipolar Rydberg Tweezer Array with Arbitrary Local Controls
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We implement and characterize a protocol that enables arbitrary local controls in a dipolar atom array, where
the degree of freedom is encoded in a pair of Rydberg states. Our approach relies on a combination of local
addressing beams and global microwave fields. Using this method, we directly prepare two different types of
three-atom entangled states, including a 1/ -state and a state exhibiting finite chirality. We verify the nature of the
underlying entanglement by performing quantum state tomography. Finally, leveraging our ability to measure
multi-basis, multi-body observables, we explore the adiabatic preparation of low-energy states in a frustrated
geometry consisting of a pair of triangular plaquettes. By using local addressing to tune the symmetry of the
initial state, we demonstrate the ability to prepare correlated states distinguished only by correlations of their
chirality (a fundamentally six-body observable). Our protocol is generic, allowing for rotations on arbitrary sub-
groups of atoms within the array at arbitrary times during the experiment; this extends the scope of capabilities

for quantum simulations of the dipolar XY model.

The last decade has witnessed tremendous progress to-
ward controllable many-body quantum systems [1-7]. This
progress lies along two axes. On the digital front, pro-
grammable interactions in small and intermediate scale sys-
tems can be compiled into arbitrary unitary evolution [8—
10]. On the analog front, a system’s native interactions of-
fer a scalable approach for realizing coherent many-body dy-
namics. This latter approach has emerged as a fruitful strat-
egy for the quantum simulation of large-scale, strongly cor-
related many-body systems [11-15]. Combining the scal-
ability of analog simulation with local controls inherent to
the digital approach promises the opportunity to explore a
broader landscape of quantum phenomena. In this quest for
full many-body quantum control, various platforms ranging
from neutral atoms [16-18] and trapped ions [19, 20] to po-
lar molecules [21, 22] and superconducting circuits [23, 24],
have developed strategies to combine their native interactions
with high-fidelity local rotations. This enhanced level of con-
trol has enabled the preparation of broader classes of ini-
tial states [25, 26], the measurement of multi-basis observ-
ables [27], and even mid-evolution gates [28]. These advances
enabled the integration of novel quantum information proto-
cols with quantum simulators [29-32].

Arrays of atoms coupled via Rydberg interactions have re-
cently emerged as both promising quantum simulators [33,
34] and information processors [35-38]. Combining ground-
state Raman manipulations [39, 40] with the ability to address
individual atoms has already allowed for the demonstration
of local rotations in such systems [41-43]. This is appropri-
ate when the qubit is encoded, for example, in the hyperfine
ground states of alkali atoms. However, when the qubit is
encoded in a pair of Rydberg states, no analogous procedure
has been realized. This challenge naturally arises for quantum

simulations of the dipolar XY model [34, 44, 45], an impor-
tant platform for the study of both correlated phases [34] and
quantum metrology [46].

Here, we address this challenge by demonstrating a gen-
eral protocol implementing nearly-arbitrary local control in a
dipolar Rydberg atom array. Our approach allows for the ro-
tation of arbitrary classes of atoms and can be applied during
any part of the experiment (i.e. initialization, evolution and
measurement). Our results are threefold. First, we bench-
mark our method by performing tomography on a three-atom
W -state, demonstrating that it exhibits tripartite entanglement
violating the Mermin-Bell inequality [47]. Second, by using
local rotations to add phases to this W -state, we demonstrate
the preparation of states exhibiting finite chirality [48]. Both
the measurement of this chirality, as well as the tomography
of the system’s density matrix, require access to multi-basis,
multi-body observables. Finally, we extend our procedure to
a frustrated six-atom system consisting of a pair of triangular
plaquettes. By choosing different initial states, we adiabati-
cally prepare states exhibiting both ferromagnetic and antifer-
romagnetic (six-body) chiral-chiral correlation functions.

Our set-up [34, 46, 49] consists of two-dimensional ar-
rays of 87Rb atoms trapped in optical tweezers. The atoms
are arranged in groups of equilateral triangles [Fig. 1(a)].
We encode a qubit using two Rydberg states [t) =
6051 /2,my =1/2) and ||) = |60P; 2, m; = —1/2). The
atoms are coupled via dipolar interactions, described by the
XY Hamiltonian:
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with 7;; being the distance between atom ¢ and j, a =

12.3(1) pm the lattice spacing, J/a*h = —0.82(1) MHz the
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Figure 1. Multi-basis measurements protocol. (a) Experimental
set-up. The microwaves at a frequency wo (wo + ) are on resonance
with the 06 (16) atom transitions and off-resonant with the others.
(b) Experimental sequence to measure the state of three atoms in the
y, z and x basis. (c) Average magnetization of each class during
a Ramsey experiment. The experimental sequence for ¢ = —m/2
corresponds to the one in (b). Solid lines: simulations including ex-
perimental imperfections (see text). The shaded areas represent the
standard deviation.

interaction strength, and o"¥* the Pauli matrices acting on

spin ¢. A ~ 45 G magnetic field, perpendicular to the atomic
plane, defines the quantization axis and ensures isotropic in-
teractions. At the beginning of each experimental sequence,
the atoms are excited from their ground state to |1) using stim-
ulated Raman adiabatic passage.

Our protocol to perform multi-basis measurements relies
on the combination of microwave pulses and local light-
shifts. The microwaves, tuned to the |1) — ||} transition
(at wo/(2m) ~ 16.7 GHz), only allow for global rotations.
To perform local rotations, we apply light-shifts on spe-
cific atoms using addressing beams generated by reflecting
a 1013 nm laser on a spatial-light-modulator (SLM). This
laser is blue-detuned with respect to the 6P3/, — |T) tran-
sition by A/(27) ~ 400 MHz, resulting in a light-shift
§ ~ 03,15/ (4A) for a Rabi frequency Q1013 on an addressed
atom [50]. As illustrated in Fig. 1(a), the atoms are addressed
with different intensities to produce different values of light-
shifts, realizing the Hamiltonian H, = ), hé;(1 + 07)/2,
with §; = 06 (atoms not addressed), 15 or 26 (with § =
2w x 23 MHz). From now on, we refer to these classes of
atoms as the 04,16 and 26 atoms. To perform local rota-

tions on these three classes, we apply the addressing beams
and send simultaneously two microwave pulses with frequen-
cies wo and wg + 9, resonant with the 00 and 16 atoms [see
Fig. 1(a,b)]. This allows for arbitrary qubit rotations of the
06 and 1§ atoms while the 26 atoms remain unaffected. By
applying a global rotation prior to the local ones, as detailed
below, we can now perform measurements in arbitrary bases
on three classes of atoms at the same time: the choice of the
measurement basis is set by the duration and phase of each
microwave pulse with respect to a local oscillator at wy.

As an example, Fig. 1(b) shows the experimental sequence
used to measure the 09, 1 and 20 atoms along the y, z and x
axis. The first microwave pulse applies a global /2 rotation
along the —y. We call R™Y the corresponding rotation opera-
tor. Then, combining two microwave frequencies with the ad-
dressing, we apply the following local rotations R%s @ RY;

1,5 with RYs the operators corresponding to a /2 rotatlon
of the né atoms around the u axis. This full sequence is thus
equivalent to the rotations (Rl - Ros’) ® (RYs- R{) ® R,y .
As, Rys- Ry = R}, - R},, and as we measure in the z-basis,
the z rotation has no effect on the measured probabilities The
sequence thus amounts to the rotation R; ® 115 ® R,y s [511.

We illustrate and benchmark the protocol above by per-
forming a Ramsey experiment: starting from all atoms in |1),
we apply a first global rotation R® s #+¥sin® followed by
the local rotations R ® RZ{ s ® las and finally read-out the
states for various ¢. Each experimental sequence is repeated
~ 500 times to compute the average magnetizations. We ex-
pect oscillations of the 0 and 15-atom magnetization that are
out of phase by 7/2. The 20-atom magnetization should re-
main constant at 0. Figure 1(c) shows the experimental re-
sults. We attribute the finite contrast of the oscillations to ex-
perimental imperfections [50]. To confirm this, we perform a
Monte Carlo simulation including state preparation and mea-
surement errors, finite Rydberg lifetime, interactions between
atoms, and depumping and losses induced by the address-
ing [50]. Taking into account all these experimentally cal-
ibrated mechanisms in the numerics yields good agreement
with the data.

We now demonstrate how the local control introduced in
our work enables the preparation and detection of complex,
correlated states. In particular, we investigate the entangled
states of three atoms placed in an equilateral triangle and in-
teraction via Hxvy. In this configuration, the interaction lifts
the degeneracy between |[111), [141) and [{11), leading to
three eigenstates [W) = (|114) + [141) +[411)) /v/3 and
XE) = (1) + €55 [141) + 275 |111))/v/3 separated
in frequency by 3J/H, as shown in Fig. 2(a). Despite all states
exhibiting homogeneous magnetization and two-point corre-
lation functions, they can be distinguished through their chi-
rality. The chirality x is a spin rotationally symmetric ob-
servable that breaks time reversal symmetry and is defined for
three spins ¢, j and k by (xijx) = ((o; x o) o)), with
o, = ofx + oy + o7z [52]. For a product state, (x) is
bounded by £1 and this limit can be overcome for entangled
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Figure 2. |x(¢)) state preparation. (a) Spectrum of 3 atoms in an
equilateral triangle, interacting via the XY model. (b) Microwave
Rabi oscillations. Green: single-atom Rabi oscillations. Purple: 3-
atom Rabi oscillations with Pp4q is the probability to measure all
atoms in [1)). Solid curves: simulations including imperfections (see
text). (c) Chirality of |x(¢)) as a function of ¢ (purple circles). Pur-
ple, blue, red and black lines: Monte Carlo simulations including
imperfections. The shaded areas represent the standard deviation.

states. For |x*), it reaches a maximum value of +2+/3.

In order to prepare these states, we proceed as follows.
Starting from all atoms in 1), we apply a Gaussian mi-
crowave pulse at frequency wg + 2J/h to drive a direct
transition from [111) to |IW). The Rabi frequency is col-
lectively enhanced by a factor of v/3, compared to the one
measured for single atom Rabi oscillation experiment (see
Fig. 2(b)). These dynamics are well captured by numeri-
cal simulations that include all identified imperfections (see
[50]). Finally, we turn on the addressing light for a dura-
tion tphase to imprint a phase 0¢, 1¢ and 2¢ on the 04, 16
and 26 atoms, with @(fphase) = f(fp““e §(t) dt, thus preparing
IX(@)) = (ITTh) + €™ [1L1) + €22 [111)) /3.

To measure the chirality, we first note that it can be written
as the sum of six terms corresponding to the different permuta-
tions of {z,y, z}: (x05,16,25) = (065015035) + (005075055) +
(065075035) — (005015035 — (055015025) = (055015055). For
each value of ¢, we measure each set of bases to compute the
total chirality of |x(¢)), similarly to previous work using su-
perconducting qubits [27]. Figure 2(c) shows the results (pur-
ple circles) as a function of ¢, together with the theoretical
expectations. The amplitude is reduced due to experimental
imperfections. Simulating each step of the sequence while ac-
counting for these imperfections [50] leads to a better agree-
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Figure 3. State tomography. Real (a,b,c) and imaginary (d,e,f) parts
of the reconstructed density matrix for the |W), X+> and | X_>
states. The transparent bars represent the expectation values for per-
fect states.

ment between theory and experiment. From a simulation of
the measurement sequence (including local rotations and the
readout step) assuming a perfect state preparation [blue curve
in Fig. 2(c)], we find that the main limitations of the chirality
measurement are the imperfections during the measurement
sequence.

We now exploit our ability to apply arbitrary local rotations
to perform quantum state tomography of |[WW) and |x*) and
reconstruct their density matrix. To do so, we measure the
state of each class of atoms in the x, y and z bases, cor-
responding to 3% = 27 different measurements [50], from
which we compute the relevant correlation functions, as well
as extract the density matrix (using a maximum-likelihood re-
construction [50]). Figure 3 shows, for one triangle, the real
and imaginary parts of the density matrices p of the three
states |W), |x*) and |x ™). From them, we compute fideli-
ties F' = (|plw) of 0.74(1), 0.71(1) and 0.68(1) [0.80(1),
0.78(1) and 0.74(1) when correcting for detection errors].
They are all above 2/3, revealing genuine three-partite en-
tanglement [53-55]. In addition, the produced W -state vi-
olates the Mermin-Bell inequality: S = [(0fs;075055) —
(005015035) = (065015035) — (055015035)|< 2 as we mea-
sure Sexp = 2.083(26) [47]. Much like in the more conven-
tional Bell-state case, this violation rules out a hidden-variable
model for the measured correlations.

Having leveraged our local control to prepare and probe en-
tangled states, we now demonstrate the power of this toolset
in a quantum simulation experiment. Using a frustrated geom-
etry consisting of a pair of triangular plaquettes [Fig. 4(al)],
we attempt to adiabatically prepare low-energy states of the



antiferromagnetic dipolar XY model [56]. Owing to time-
reversal symmetry, all states in the spectrum exhibit zero chi-
rality, (x) = 0. However, exact diagonalization demonstrates
that, the two lowest-energy states exhibit large, but opposite,
chiral-chiral correlations. To illustrate this feature, we prepare
both the ground and first excited states, by carefully choosing
an appropriate pattern of local light shifts.

Our protocol proceeds as follows [34]: after initializing
all the atoms in |]), we turn on a pattern of local light
shifts [Fig. 4(a)]; we then apply a microwave pulse to ro-
tate the non-addressed atoms to |1). This prepares a product
state which is the lowest energy state of H,. Starting with
§ > |J|, we then reduce the light-shift as §(t) = dpe~*/7
[with 7 = 0.55 us and do /27 = 23(46) MHz for the 15(24)-
atoms], thus quasi-adiabatically connecting the initial Hamil-
tonian (= H,) to the final one Hxv .

In general, such an adiabatic protocol is expected to pre-
pare the ground state of the final Hamiltonian, regardless of
the details of the ramp. This expectation fails when the sys-
tem’s ground state exhibits a level crossing, which requires ei-
ther fine-tuning or some underlying symmetry. Utilizing our
ability to shape the addressing light, we thus consider two dif-
ferent patterns exhibiting distinct symmetries: pattern 1 re-
spects a mirror symmetry M, along the y-axis [Fig. 4(al)],
while pattern 2 respects inversion symmetry Z [Fig. 4(a2)].
For the first pattern, both initial and ground states live in the
same symmetry sector of M, and thus are adiabatically con-
nected [Fig. 4(b1)]. We thus expect to prepare the ground
state, leading to the observation of anti-ferromagnetic chiral-
chiral correlations. By contrast, for the second pattern, the
initial and ground states live in different symmetry sectors of
7 and thus cannot be adiabatically connected [Fig. 4(b2)]. We
thus expect to prepare the first excited state, which exhibits
ferromagnetic chiral-chiral correlations.

We experimentally explore this difference using the multi-
basis measurement protocol described above. It not only al-
lows measuring the chirality (x(t)) of a single triangle, but
it also enables the measurement of six-body correlation func-
tions, from which the two-triangle chiral-chiral correlations,
{xaXxB), can be extracted. In principle, the full reconstruction
of (xaxp) requires the measurement of 36 different terms.
However, numerical simulations indicate that a smaller subset
of six terms is sufficient to faithfully capture the system’s cor-
relations [50]. We can, therefore, use the same addressing pat-
tern (and thus only a single SLM [50]) for both the adiabatic
ramp and the multi-basis measurement. More specifically, we
measure:

OeaxsY =1 Z <085‘711)50§55365l1]5555> @)
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where o[5] refers to spins in triangle A[B] and n = £1 is set
by the relative handedness of the two three-spin measurement
patterns: n = —1 for pattern 1 and n = 1 for pattern 2 [50].
We begin by studying the quasi-adiabatic ramp using the
pattern depicted in Fig. 4(al). Focusing on the chiral-
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Figure 4. Adiabatic preparation of low energy states (a) Light
shift patterns (0, 19,20) and associated initial states. Pattern 1 re-
spects mirror symmetry along the y-direction M, whereas pattern 2
respects inversion symmetry Z. (b) Energy spectrum during the adi-

abatic ramp for pattern 1[2]. (¢) Chiral-chiral correlations (xax B)/
for pattern 1 (green), pattern 2 (purple) and non interacting trian-
gles (blue). The early time (¢ < 1.5us) observation of non-zero
(xax B)/ is due to a necessary waiting period before measurement,
during which the system undergoes additional dynamics (see [50]).
(d) Chirality for triangles A and B under the two patterns.

chiral correlation, we observe the development of strong anti-
Sferromagnetic (x ax B>' correlations that persist to late times
[Fig. 4(c), green]. This observation is consistent with a
preparation yielding more than 50% population in the ground
state [50]. By contrast, when considering the second pattern
[Fig. 4(a2)], the dynamics exhibit similar features but with
opposite sign. The presence of equally strong ferromagnetic
(xax B>/ correlations is consistent with an equally large pop-
ulation in the first excited state of the system. To demonstrate
that our observations indeed arise from the dipolar interac-
tions between the two triangles, we also measure (y AXB>/
for non-interacting triangles separated by ~ 72 pm. In this
case, neither patterns lead to significant correlations [Fig. 4(c),
blue].

Finally, we discuss two important sources of imperfections
in our protocol. First, although 7 was chosen to be much
longer than the timescale of the system (1/J), residual di-
abatic errors manifest themselves in a small chirality value
(x(t)) [Fig. 4(d)]. Second, there are fluctuations in the posi-
tions of the atoms owing to their initial position and velocity
uncertainty upon the release from the tweezers. As a result,
for each repetition of the experiment, the atoms experience
slightly different time-dependent interactions, that ultimately
lead to the damping of the chirality oscillation and to the de-



cay of the chiral-chiral correlations [50].

In conclusion, we have demonstrated a new tool combin-
ing global microwaves and local light-shifts to enable local
control of qubits encoded in Rydberg levels. Our protocol
is generic and can be extended to an arbitrary number of
classes of atoms. The agreement between experiments and
simulations highlights our good understanding of error in our
system—a crucial ingredient for further improvements.

More broadly, this work opens the doors to a number of in-
triguing directions. First, the measurement of multi-body cor-
relation functions can capture the intricate correlations that
characterize complex phases of matter such as time reversal
symmetry breaking and topological order [48]. Second, the
ability to measure along arbitrary bases enables the imple-
mentation of novel certification protocols [57]. Finally, by
interspersing unitary rotations with analog quantum simula-
tion, one can study multi-time correlation functions as well as
more varied dynamical protocols [27, 58, 59].

This work is supported by the Agence Nationale de
la Recherche (ANR-22-PETQ-0004 France 2030, project
QuBitAF), and the European Research Council (Advanced
grant No. 101018511-ATARAXIA), and the Horizon
Europe programme HORIZON-CL4- 2022-QUANTUM-02-
SGA (project 101113690 (PASQuanS2.1), and the US Army
Research Office (W911NF-21-1-0262), and the AFOSR
MURI program (W911NF-20-1-0136). DB acknowl-
edges support from MCIN/AEI/10.13039/501100011033
(RYC2018-025348-1, PID2020-119667GA-I00, and Euro-
pean Union NextGenerationEU PRTR-C17.11) FM acknowl-
edges support from the NSF through a grant for ITAMP at
Harvard University. SC acknowledges support from the Na-
tional Science Foundation Graduate Research Fellowship un-
der Grant No. DGE 2140743.

[1] J. M. Raimond, M. Brune, and S. Haroche, Reviews of Modern
Physics 73, 565 (2001).

[2] D. Leibfried, R. Blatt, C. Monroe, and D. Wineland, Reviews
of Modern Physics 75, 281 (2003).

[3] H. Ritsch, P. Domokos, F. Brennecke, and T. Esslinger, Reviews
of Modern Physics 85, 553 (2013).

[4] C. Gross and 1. Bloch, Science 357, 995 (2017).

[5] E Schifer, T. Fukuhara, S. Sugawa, Y. Takasu, and Y. Taka-
hashi, Nature Reviews Physics 2, 411 (2020).

[6] A.J. Heinrich, W. D. Oliver, L. M. K. Vandersypen, A. Arda-
van, R. Sessoli, D. Loss, A. B. Jayich, J. Fernandez-Rossier,
A. Laucht, and A. Morello, Nature Nanotechnology 16, 1318
(2021).

[7]1 A. J. Daley, 1. Bloch, C. Kokail, S. Flannigan, N. Pearson,
M. Troyer, and P. Zoller, Nature 607, 667 (2022).

[8] F. Arute, K. Arya, R. Babbush, D. Bacon, J. C. Bardin,
R. Barends, R. Biswas, S. Boixo, FE. G. S. L. Brandao, D. A.
Buell, B. Burkett, Y. Chen, Z. Chen, B. Chiaro, R. Collins,
W. Courtney, A. Dunsworth, E. Farhi, B. Foxen, A. Fowler,
C. Gidney, M. Giustina, R. Graff, K. Guerin, S. Habegger, M. P.
Harrigan, M. J. Hartmann, A. Ho, M. Hoffmann, T. Huang,
T. S. Humble, S. V. Isakov, E. Jeffrey, Z. Jiang, D. Kafri,

K. Kechedzhi, J. Kelly, P. V. Klimov, S. Knysh, A. Korotkov,
F. Kostritsa, D. Landhuis, M. Lindmark, E. Lucero, D. Lyakh,
S. Mandra, J. R. McClean, M. McEwen, A. Megrant, X. Mi,
K. Michielsen, M. Mohseni, J. Mutus, O. Naaman, M. Nee-
ley, C. Neill, M. Y. Niu, E. Ostby, A. Petukhov, J. C. Platt,
C. Quintana, E. G. Rieffel, P. Roushan, N. C. Rubin, D. Sank,
K. J. Satzinger, V. Smelyanskiy, K. J. Sung, M. D. Trevithick,
A. Vainsencher, B. Villalonga, T. White, Z. J. Yao, P. Yeh,
A. Zalcman, H. Neven, and J. M. Martinis, Nature 574, 505
(2019).

[9] M. Igbal, N. Tantivasadakarn, R. Verresen, S. L. Campbell,
J. M. Dreiling, C. Figgatt, J. P. Gaebler, J. Johansen, M. Mills,
S. A. Moses, J. M. Pino, A. Ransford, M. Rowe, P. Siegfried,
R. P. Stutz, M. Foss-Feig, A. Vishwanath, and H. Dreyer,
Creation of Non-Abelian Topological Order and Anyons on
a Trapped-Ion Processor (2023), arxiv:2305.03766 [cond-mat,
physics:quant-ph].

[10] D. Bluvstein, S. J. Evered, A. A. Geim, S. H. Li, H. Zhou,
T. Manovitz, S. Ebadi, M. Cain, M. Kalinowski, D. Hangleiter,
J. P. Bonilla Ataides, N. Maskara, I. Cong, X. Gao,
P. Sales Rodriguez, T. Karolyshyn, G. Semeghini, M. J. Gul-
lans, M. Greiner, V. Vuleti¢, and M. D. Lukin, Nature 626, 58
(2024).

[11] L. Bloch, J. Dalibard, and W. Zwerger, Reviews of Modern
Physics 80, 885 (2008).

[12] R. Islam, R. Ma, P. M. Preiss, M. E. Tai, A. Lukin, M. Rispoli,
and M. Greiner, Nature 528, 77 (2015), arxiv:1509.01160
[cond-mat, physics:physics, physics:quant-ph].

[13] H. Bernien, S. Schwartz, A. Keesling, H. Levine, A. Omran,
H. Pichler, S. Choi, A. S. Zibrov, M. Endres, M. Greiner,
V. Vuletié¢, and M. D. Lukin, Nature 551, 579 (2017),
arxiv:1707.04344 [cond-mat, physics:physics, physics:quant-
phl.

[14] S. de Léséleuc, V. Lienhard, P. Scholl, D. Barredo, S. Weber,
N. Lang, H. P. Biichler, T. Lahaye, and A. Browaeys, Science
365, 775 (2019), arxiv:1810.13286 [cond-mat, physics:physics,
physics:quant-ph].

[15] P. Scholl, M. Schuler, H. J. Williams, A. A. Eberharter,
D. Barredo, K.-N. Schymik, V. Lienhard, L.-P. Henry, T. C.
Lang, T. Lahaye, A. M. Liuchli, and A. Browaeys, Nature
595,233 (2021), arxiv:2012.12268 [cond-mat, physics:physics,
physics:quant-ph].

[16] I. Bloch, J. Dalibard, and S. Nascimbene, Nature Physics 8, 267
(2012).

[17] C. Gross and 1. Bloch, Science 357, 995 (2017).

[18] A. Impertro, S. Karch, J. F. Wienand, S. Huh, C. Schweizer,
I. Bloch, and M. Aidelsburger, Local readout and control of
current and kinetic energy operators in optical lattices (2023),
arXiv:2312.13268.

[19] R. Blatt and C. F. Roos, Nature Physics 8, 277 (2012).

[20] C. Monroe, W. C. Campbell, L.-M. Duan, Z.-X. Gong, A. V.
Gorshkov, P. W. Hess, R. Islam, K. Kim, N. M. Linke,
G. Pagano, P. Richerme, C. Senko, and N. Y. Yao, Rev. Mod.
Phys. 93, 025001 (2021).

[21] Y. L. Zhou, M. Ortner, and P. Rabl, Phys. Rev. A 84, 052332
(2011).

[22] B. Yan, S. A. Moses, B. Gadway, J. P. Covey, K. R. A. Hazzard,
A. M. Rey, D. S. Jin, and J. Ye, Nature 501, 521 (2013).

[23] A. A. Houck, H. E. Tiireci, and J. Koch, Nature Physics 8, 292
(2012).

[24] M. Kjaergaard, M. E. Schwartz, J. Braumiiller, P. Krantz, J. I.-
J. Wang, S. Gustavsson, and W. D. Oliver, Annual Review of
Condensed Matter Physics 11, 369 (2020).

[25] T. Fukuhara, P. Schau3, M. Endres, S. Hild, M. Cheneau,


https://doi.org/10.1103/RevModPhys.73.565
https://doi.org/10.1103/RevModPhys.73.565
https://doi.org/10.1103/RevModPhys.75.281
https://doi.org/10.1103/RevModPhys.75.281
https://doi.org/10.1103/RevModPhys.85.553
https://doi.org/10.1103/RevModPhys.85.553
https://doi.org/10.1126/science.aal3837
https://doi.org/10.1038/s42254-020-0195-3
https://doi.org/10.1038/s41565-021-00994-1
https://doi.org/10.1038/s41565-021-00994-1
https://doi.org/10.1038/s41586-022-04940-6
https://doi.org/10.1038/s41586-019-1666-5
https://doi.org/10.1038/s41586-019-1666-5
https://doi.org/10.48550/arXiv.2305.03766
https://doi.org/10.48550/arXiv.2305.03766
https://arxiv.org/abs/2305.03766
https://arxiv.org/abs/2305.03766
https://doi.org/10.1038/s41586-023-06927-3
https://doi.org/10.1038/s41586-023-06927-3
https://doi.org/10.1103/RevModPhys.80.885
https://doi.org/10.1103/RevModPhys.80.885
https://doi.org/10.1038/nature15750
https://arxiv.org/abs/1509.01160
https://arxiv.org/abs/1509.01160
https://doi.org/10.1038/nature24622
https://arxiv.org/abs/1707.04344
https://arxiv.org/abs/1707.04344
https://doi.org/10.1126/science.aav9105
https://doi.org/10.1126/science.aav9105
https://arxiv.org/abs/1810.13286
https://arxiv.org/abs/1810.13286
https://doi.org/10.1038/s41586-021-03585-1
https://doi.org/10.1038/s41586-021-03585-1
https://arxiv.org/abs/2012.12268
https://arxiv.org/abs/2012.12268
https://doi.org/10.1038/nphys2259
https://doi.org/10.1038/nphys2259
https://doi.org/10.1126/science.aal3837
https://arxiv.org/abs/2312.13268
https://doi.org/10.1038/nphys2252
https://doi.org/10.1103/RevModPhys.93.025001
https://doi.org/10.1103/RevModPhys.93.025001
https://doi.org/10.1103/PhysRevA.84.052332
https://doi.org/10.1103/PhysRevA.84.052332
https://doi.org/10.1038/nature12483
https://doi.org/10.1038/nphys2251
https://doi.org/10.1038/nphys2251
https://doi.org/10.1146/annurev-conmatphys-031119-050605
https://doi.org/10.1146/annurev-conmatphys-031119-050605

I. Bloch, and C. Gross, Nature 502, 76 (2013).

[26] P. T. Dumitrescu, J. G. Bohnet, J. P. Gaebler, A. Hankin,
D. Hayes, A. Kumar, B. Neyenhuis, R. Vasseur, and A. C. Pot-
ter, Nature 607, 463 (2022).

[27] P. Roushan, C. Neill, A. Megrant, Y. Chen, R. Babbush,
R. Barends, B. Campbell, Z. Chen, B. Chiaro, A. Dunsworth,
A. Fowler, E. Jeffrey, J. Kelly, E. Lucero, J. Mutus, P. J. J.
O’Malley, M. Neeley, C. Quintana, D. Sank, A. Vainsencher,
J. Wenner, T. White, E. Kapit, H. Neven, and J. Martinis, Na-
ture Physics 13, 146 (2017).

[28] J. Zhang, P. W. Hess, A. Kyprianidis, P. Becker, A. Lee,
J. Smith, G. Pagano, 1.-D. Potirniche, A. C. Potter, A. Vish-
wanath, N. Y. Yao, and C. Monroe, Nature 543, 217 (2017),
arxiv:1609.08684 [cond-mat, physics:physics, physics:quant-
phl.

[29] E. Knill, D. Leibfried, R. Reichle, J. Britton, R. B. Blakestad,
J. D. Jost, C. Langer, R. Ozeri, S. Seidelin, and D. J. Wineland,
Phys. Rev. A 77, 012307 (2008).

[30] J. M. Gambetta, A. D. Corcoles, S. T. Merkel, B. R. Johnson,
J. A. Smolin, J. M. Chow, C. A. Ryan, C. Rigetti, S. Poletto,
T. A. Ohki, M. B. Ketchen, and M. Steffen, Phys. Rev. Lett.
109, 240504 (2012).

[31] J. P. Gaebler, A. M. Meier, T. R. Tan, R. Bowler, Y. Lin, D. Han-
neke, J. D. Jost, J. P. Home, E. Knill, D. Leibfried, and D. J.
Wineland, Phys. Rev. Lett. 108, 260503 (2012).

[32] G. Pagano, A. Bapat, P. Becker, K. S. Collins, A. De, P. W.
Hess, H. B. Kaplan, A. Kyprianidis, W. L. Tan, C. Baldwin,
L. T. Brady, A. Deshpande, F. Liu, S. Jordan, A. V. Gorshkov,
and C. Monroe, Proceedings of the National Academy of Sci-
ences 117, 25396-25401 (2020).

[33] A. Browaeys and T. Lahaye, Nature Physics 16, 132 (2020).

[34] C. Chen, G. Bornet, M. Bintz, G. Emperauger, L. Leclerc,
V. S. Liu, P. Scholl, D. Barredo, J. Hauschild, S. Chatterjee,
M. Schuler, A. M. Lauchli, M. P. Zaletel, T. Lahaye, N. Y. Yao,
and A. Browaeys, Nature 616, 691 (2023).

[35] L. Henriet, L. Beguin, A. Signoles, T. Lahaye, A. Browaeys,
G.-0. Reymond, and C. Jurczak, Quantum 4, 327 (2020).

[36] M. Morgado and S. Whitlock, AVS Quantum Science 3, 023501
(2021).

[37] T. M. Graham, Y. Song, J. Scott, C. Poole, L. Phuttitarn,
K. Jooya, P. Eichler, X. Jiang, A. Marra, B. Grinkemeyer,
M. Kwon, M. Ebert, J. Cherek, M. T. Lichtman, M. Gillette,
J. Gilbert, D. Bowman, T. Ballance, C. Campbell, E. D. Dahl,
O. Crawford, N. S. Blunt, B. Rogers, T. Noel, and M. Saffman,
Nature 604, 457 (2022).

[38] D. Bluvstein, S. J. Evered, A. A. Geim, S. H. Li, H. Zhou,
T. Manovitz, S. Ebadi, M. Cain, M. Kalinowski, D. Hangleiter,
J. P. B. Ataides, N. Maskara, I. Cong, X. Gao, P. S. Rodriguez,
T. Karolyshyn, G. Semeghini, M. J. Gullans, M. Greiner,
V. Vuleti¢, and M. D. Lukin, Nature 10.1038/s41586-023-
06927-3 (2023).

[39] D. D. Yavuz, P. B. Kulatunga, E. Urban, T. A. Johnson,
N. Proite, T. Henage, T. G. Walker, and M. Saffman, Phys. Rev.
Lett. 96, 063001 (20006).

[40] M. P. A. Jones, J. Beugnon, A. Gaétan, J. Zhang, G. Messin,
A. Browaeys, and P. Grangier, Phys. Rev. A 75, 040301 (2007).

[41] L. Isenhower, E. Urban, X. L. Zhang, A. T. Gill, T. Henage,
T. A. Johnson, T. G. Walker, and M. Saffman, Phys. Rev. Lett.
104, 010503 (2010).

[42] T. Xia, M. Lichtman, K. Maller, A. W. Carr, M. J. Piotrowicz,
L. Isenhower, and M. Saffman, Phys. Rev. Lett. 114, 100503
(2015).

[43] G. Birkl and J. Fortdgh, Laser & Photonics Reviews 1, 12
(2007).

[44] S. Whitlock, A. W. Glaetzle, and P. Hannaford, Journal of
Physics B: Atomic, Molecular and Optical Physics 50, 074001
(2017).

[45] S. de Léséleuc, D. Barredo, V. Lienhard, A. Browaeys, and
T. Lahaye, Phys. Rev. Lett. 119, 053202 (2017).

[46] G. Bornet, G. Emperauger, C. Chen, B. Ye, M. Block,
M. Bintz, J. A. Boyd, D. Barredo, T. Comparin, F. Mezzacapo,
T. Roscilde, T. Lahaye, N. Y. Yao, and A. Browaeys, Nature
621, 728 (2023).

[47] N. D. Mermin, Phys. Rev. Lett. 65, 1838 (1990).

[48] X. G. Wen, F. Wilczek, and A. Zee, Phys. Rev. B 39, 11413
(1989).

[49] C. Chen, G. Emperauger, G. Bornet, F. Caleca, B. Gély,
M. Bintz, S. Chatterjee, V. Liu, D. Barredo, N. Y. Yao, T. La-
haye, F. Mezzacapo, T. Roscilde, and A. Browaeys, (2023),
arXiv:2311.11726.

[50] Supplemental material.

[51] Another, more natural, experimental protocol would have been
to apply 3 microwave frequencies tuned on the 09, 1§ and
26-atoms. However residual spatial inhomogeneities on the 2§
light-shifts degraded the fidelities of the rotation in an early at-
tempt.

[52] D. I. Tsomokos, J. J. Garcia-Ripoll, N. R. Cooper, and J. K.
Pachos, Phys. Rev. A 77, 012106 (2008).

[53] A. Acin, D. BruB3, M. Lewenstein, and A. Sanpera, Phys. Rev.
Lett. 87, 040401 (2001).

[54] O. Giihne, P. Hyllus, D. Bruss, A. Ekert, M. Lewenstein,
C. Macchiavello, and A. Sanpera, Journal of Modern Optics 50,
1079-1102 (2003).

[55] M. Neeley, R. C. Bialczak, M. Lenander, E. Lucero,
M. Mariantoni, A. D. O’Connell, D. Sank, H. Wang, M. Wei-
des, J. Wenner, Y. Yin, T. Yamamoto, A. N. Cleland, and J. M.
Martinis, Nature 467, 570 (2010).

[56] Strictly speaking, since in Eq. (1) we have ferromagnetic cou-
plings J < 0, we explore the low-energy properties of the anti-
ferromagnetic model (J > 0) by preparing the highest-energy
state(s) of our quasi-isolated system.

[57] S. Notarnicola, A. Elben, T. Lahaye, A. Browaeys, S. Mon-
tangero, and B. Vermersch, New Journal of Physics 25, 103006
(2023).

[58] C. Kokail, C. Maier, R. van Bijnen, T. Brydges, M. K. Joshi,
P. Jurcevic, C. A. Muschik, P. Silvi, R. Blatt, C. F. Roos, and
P. Zoller, Nature 569, 355 (2019).

[59] T. Brydges, A. Elben, P. Jurcevic, B. Vermersch, C. Maier, B. P.
Lanyon, P. Zoller, R. Blatt, and C. F. Roos, Science 364, 260
(2019).

[60] F. Nogrette, H. Labuhn, S. Ravets, D. Barredo, L. Béguin,
A. Vernier, T. Lahaye, and A. Browaeys, Phys. Rev. X 4,
021034 (2014).

[61] D. Barredo, S. de Léséleuc, V. Lienhard, T. Lahaye, and
A. Browaeys, Science 354, 1021 (2016).

[62] L. I. Beterov, L. I. Ryabtsev, D. B. Tretyakov, and V. M. Entin,
Phys. Rev. A 79, 052504 (2009).

[63] K. Takeda, A. Noiri, T. Nakajima, J. Yoneda, T. Kobayashi, and
S. Tarucha, Nature Nanotechnology 16, 965 (2021).


https://doi.org/10.1038/nature12541
https://doi.org/10.1038/s41586-022-04853-4
https://doi.org/10.1038/nphys3930
https://doi.org/10.1038/nphys3930
https://doi.org/10.1038/nature21413
https://arxiv.org/abs/1609.08684
https://arxiv.org/abs/1609.08684
https://doi.org/10.1103/PhysRevA.77.012307
https://doi.org/10.1103/PhysRevLett.109.240504
https://doi.org/10.1103/PhysRevLett.109.240504
https://doi.org/10.1103/PhysRevLett.108.260503
https://doi.org/10.1073/pnas.2006373117
https://doi.org/10.1073/pnas.2006373117
https://doi.org/10.1038/s41567-019-0733-z
https://doi.org/10.1038/s41586-023-05859-2
https://doi.org/10.22331/q-2020-09-21-327
https://doi.org/10.1116/5.0036562
https://doi.org/10.1116/5.0036562
https://doi.org/10.1038/s41586-022-04603-6
https://doi.org/10.1038/s41586-023-06927-3
https://doi.org/10.1038/s41586-023-06927-3
https://doi.org/10.1103/PhysRevLett.96.063001
https://doi.org/10.1103/PhysRevLett.96.063001
https://doi.org/10.1103/PhysRevA.75.040301(R)
https://doi.org/10.1103/PhysRevLett.104.010503
https://doi.org/10.1103/PhysRevLett.104.010503
https://doi.org/10.1103/PhysRevLett.114.100503
https://doi.org/10.1103/PhysRevLett.114.100503
https://doi.org/https://doi.org/10.1002/lpor.200610002
https://doi.org/https://doi.org/10.1002/lpor.200610002
https://doi.org/10.1088/1361-6455/aa6149
https://doi.org/10.1088/1361-6455/aa6149
https://doi.org/10.1088/1361-6455/aa6149
https://doi.org/10.1103/PhysRevLett.119.053202
https://doi.org/10.1038/s41586-023-06414-9
https://doi.org/10.1038/s41586-023-06414-9
https://doi.org/10.1103/PhysRevLett.65.1838
https://doi.org/10.1103/PhysRevB.39.11413
https://doi.org/10.1103/PhysRevB.39.11413
https://arxiv.org/abs/2311.11726
https://doi.org/10.1103/PhysRevA.77.012106
https://doi.org/10.1103/PhysRevLett.87.040401
https://doi.org/10.1103/PhysRevLett.87.040401
https://doi.org/10.1080/09500340308234554
https://doi.org/10.1080/09500340308234554
https://doi.org/10.1038/nature09418
https://doi.org/10.1088/1367-2630/acfcd3
https://doi.org/10.1088/1367-2630/acfcd3
https://doi.org/10.1038/s41586-019-1177-4
https://doi.org/10.1126/science.aau4963
https://doi.org/10.1126/science.aau4963
https://doi.org/10.1103/PhysRevX.4.021034
https://doi.org/10.1103/PhysRevX.4.021034
https://doi.org/10.1126/science.aah3778
https://doi.org/10.1103/PhysRevA.79.052504
https://doi.org/10.1038/s41565-021-00925-0

Supplemental Material

EXPERIMENTAL METHODS

The implementation of the dipolar XY Hamiltonian relies
on the 8"Rb Rydberg-atom tweezer array platform described
in previous works [34, 46, 49]. The tweezer array is created
by diffracting a 820-nm laser beam on a first Spatial Light
Modulator (SLM) and focusing it by a NA = 0.5 aspherical
lens [60]. The phase pattern imprinted on the beam governs
the geometry of the array. This pattern cannot be changed
during the experimental sequence.

We encode our qubit states as [1) = 6055, m; = 1/2)
and |]) = |6OP3/2, my = —1/2> and use microwaves at
wo/(2m) =~ 16.7 GHz to manipulate them. A 45-G quantiza-
tion magnetic field perpendicular to the array ensures isotropic
XY interactions and shifts away from the |1) — ||) transition
the irrelevant Zeeman sublevels.

The microwaves used to manipulate the qubit states are
generated using a vector signal generator (R&S®SMMI100A)
plugged to an antenna placed outside the vacuum chamber.

Experimental sequence

Assembled array of Rydberg atoms — Figure S1 shows the
detailed experimental sequence used to prepare the |x*) states
and measure the chirality. After randomly loading atoms into
optical tweezers of 1-mK depth (with a typical filling fraction
of 60%), we assemble the array [61]. We then cool the atoms
to a temperature of 10 ©K using Raman sideband cooling and
optically pump them to |g) = |55 /2, F = 2,mp = 2). Fol-
lowing this, we adiabatically ramp down the power of the trap-
ping light to reduce the tweezer depth by a factor ~ 2. Then,
we switch off the tweeezers and excite the atoms to the Ry-
dberg state |1). The excitation is performed by a two-photon
stimulated Raman adiabatic passage (STIRAP) with 421-nm
and 1013-nm lasers.

Preparation of the state |W) — To generate the |W) state,
we apply a microwave pulse with gaussian temporal profile
Q(t) = Quaxe™ ™/ trai)? | detuned by 2J from the resonance,
with a Rabi frequency Qpax/27m = 0.33 MHz and a pulse
duration of tgup; = 0.950 ns.

Preparation of the state |x(¢)) — We then turn on the ad-
dressing for a time #,pase Of a few nanoseconds to imprint a
phase 0¢, 1¢, and 2¢ on the 09, 1 and 24 atoms respectively
(see next section for more details about the addressing set-
up). Experimentally, we use a free-space Electro-Optic Mod-
ulator (EOM) to control this pulse. Due to transient effects
the imprinted phase is not linear with ?;p. and rather reads
P (tphase) = fot P §(t) dt. We calibrated ¢(fphase) using a ded-
icated experiment (see next sections).

Local rotations sequence — Once a state |x(¢)) is prepared,
we apply local rotations on the 04, 16 and 29 atoms to measure
them in different basis. As explain in the main text, we first

send a first microwave pulse (Gaussian temporal profile) with
a frequency wp and an amplitude Q.5 /27 = 19.23 MHz (a
7 /2 rotation corresponds to tr,pi = 13 ns) to perform a global
rotation on all the atoms. We then turn of the addressing light
for 80 ns and during this time send two microwave Gaussian
pulses at frequency wp and wp + § and with a same ampli-
tude of Qpax /27 = 5.43 MHz (a 7/2 rotation corresponds to
trabi = 46 ns). We independently control the pulse duration
and phase of each microwave pulse, allowing to perform any
arbitrary rotations.

Readout — To avoid residual interactions between the atoms
during the readout procedure we first apply a microwave pulse
at 7.5 GHz transferring the atomic population from || ) to the
n = 58 hydrogenic manifold (h) via a three-photon transi-
tion. The atoms in (h) do not interact with those remaining
in [1). The interaction dynamics is then frozen. The next
step consists in a deexcitation pulse performed by applying a
2.5 ps laser pulse on resonance with the transition between
|T) and the short-lived intermediate state (6Ps /o) from which
the atoms decay back to ground state 55 /5. Finally we ramp
back on the trapping lights recapturing only the atoms in the
ground state while the ones in (h) are expelled from the traps.
When then turn on the fluorescence beams, and image the re-
captured atoms. Thus we map the |1) and | ) state to the pres-
ence or absence of the corresponding atom.

Addressing beams

The addressing laser beams are generated by an external
cavity, 1013 nm diode laser seeding an amplifier outputting up
to 8 W. The light is blue detuned from the (6 P55, m; = 3/2)
to |1) transition by A/27 ~ 400 MHz. We use a second
dedicated SLM to produce the pattern of addressing beams,
superimposed onto the tweezer array pattern. Each beam is
focused on a 1/e? radius of 1.5 um and induces a light-shift
of either 19 or two 24. A power of =~ 300 mW on one atom
results into a light-shift §/(27) ~ 23 MHz.

To control the light-shift on each addressed atoms, we per-
form a microwave spectroscopy on the 1 — | transition: We
initialize all the atoms in |{), turn on the addressing light, send
a microwave pulse at a given frequency near wq and readout
the state. Figure. S2 shows a typical spectrum obtained af-
ter optimization of the SLM parameters to apply the desired
light-shifts. The average light-shifts for the 16 (and 2§) atoms
are 27 x 22.82 MHz (2m x 45.46 MHz) with a typical disper-
sion of 2 x 0.2 MHz (27 x 0.4 MHz) between the different
atoms.

A current limitation of this scheme is that the only char-
acteristic of the addressing pattern that can be dynamically
modified during the ~ 10 us timescale of an experiment is the
overall amplitude of the light-shift; however, one could en-
vision to circumvent this limitation in the future, using e.g.
several SLMs in a multiplexing configuration.
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Figure S1. Detailed experimental sequence. (Left) Atomic levels used in this work. (Right) Experimental sequence used to prepare a |x(¢))

state, from the Rydberg excitation step to the readout.
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Figure S2. Microwave spectroscopy to measure the light-shifts.
Top panel: probability of each addressed atom to be in |1) after the
microwave pulse at a frequency wmw. For each atoms, we fit the data
by a Gaussian (thin curves) and extract the center frequency. Bottom
panel: histogram of the fitted frequencies. The width of the bars
represent the frequency fit uncertainty.

Calibration of the phase ¢ (¢phase)

In order calibrate the imprinted phase ¢ as a function of
tphase W€ perform a Ramsey experiment. The atoms are first
initialized in |1). We apply successively a 7/2 microwave
pulse, send the addressing pulse for a time fppase, reapply a
/2 microwave pulse and readout in the z-basis. Figure. S3
shows the 2J-atom magnetization as a function of ¢ypase. We
expect a magnetization oscillation at a frequency 26 but due to
transient effects in the EOM, the accumulated phase ¢(phase)
exhibits a non-linear behavior with time. We use a piecewise
polynomial function to fit ¢(¢pnase) (solid curves in Fig. S3).
This fit allows us to convert ¢ppage iNtO Q.

(a)

Lol c08(2¢ (tphase)) ]

20 40 0 20 40

tphase (ns) tphase (ns)

Figure S3. Calibration of ¢ ({phase). (2) 20 atoms magnetization as
a function of ¢ppase (circles). Solid curve: results obtained after fitting
by a sinusoidal function with a phase ¢(¢pnase) varying as piecewise
polynomial function. (b) Fitted phase as a function of #yhase-

EXPERIMENTAL IMPERFECTIONS

In this section, we review the sources of errors decreasing
the preparation and detection fidelities of the 3-atom states
studied in the main text.

State preparation errors

We estimate the fidelity of the Rydberg excitation
7sTIRAP = 98 £ 0.3% [34, 46]. A fraction 1 — nsrap Of the
atoms stays in 55/, after the STIRAP sequence and hence do
not participate in the dynamics. These non-interacting atoms
are read as a spin |1) at the end of the sequence.

Local rotations imperfections

We identified six sources of imperfections occurring during
the local rotations sequence shown in Fig. S1).



Finite light-shifts — The applied light-shift of 6/27 =
23 MHz are not much larger compared to the microwave Rabi
frequency Qax/27 = 5.43 MHz. This induces crosstalk
with the off resonant microwave leading to imperfect rotations
of the atoms.

Interaction during rotations — Since the XY interactions
cannot be switched off, the atoms interact during the ~ 100 ns
of local rotations. These residual interactions affect the ro-
tations and thus reduce the detection fidelity. Experimen-
tally, we optimized the microwaves Rabi frequencies (2,ax
to minimize this local rotation duration time while keeping
0 > Qmax to maximize the rotation efficiencies.

Addressing-induced depumping — Due to the spontaneous
emission induced by off-resonant coupling to the short-lived
intermediate state 63 /5, the addressed atoms in 1) are slowly
depumped to the ground state 55 /5. For A /27 ~ 400 MHz
and §/27 ~ 23 MHz we experimentally measure effective
lifetimes of ~ 2.3 us and ~ 1.1 us for the 16 and 2§ atoms in
the |1) state.

Addressing-induced atom losses — The tightly focused ad-
dressing beams apply a ponderomotive force on the addressed
atoms, pushing them away from their trap center, thus prevent-
ing them from being recaptured before readout. Experimen-
tally, for § /27 ~ 23 MHz, we measure losses of 0.3 + 0.3%
and 1.3 £ 0.3% for the 14 and 26 atoms when sending a 80 ns
addressing pulse.

Light-shifts inhomogeneities — As explained in a previous
section, the light-shifts applied to the atoms are not perfectly
homogeneous. We measured a dispersion on the order of 1%
after calibration that can drift up to 3% after one day without
further calibrations. When the addressing is on, the dispersion
results into a variation of the phase accumulation of the 16-
atoms across the array. This leads to a spread of the angle of
rotation of the qubits when sending the microwave pulses for
local rotations.

Timing jitter — We measure an electronic jitter of £2 ns be-
tween the addressing and the microwave pulses. It has a sim-
ilar effect to that of light shift inhomogeneities. Shot-to-shot,
the jitter induces an uncertainty in the angle of rotation of the
16 atoms leading to imperfect microwave rotations.

Readout imperfections

Due to the finite efficiency of each step in the readout se-
quence shown in Fig. S1, an atom in |1) (respectively in |{})
has a small probability ¢4 (e)) to be detected in |} (|1)). The
main contributions to ¢4 are the finite efficiency of the deexci-
tation pulse 7¢eexe and the probability e to lose an atom due to
background gas collisions. For €| the main contribution is the
radiative decay of | to the ground state. A set of independent
experiments leads to first order to €4 = (1 — 7geexc) + € =
1.5% 4+ 1.2% =2.7+0.3% and ¢, = 1.5 £ 0.3%.

Using these values, we correct the data of the quantum state
tomography from detection errors. We denote P? = (PTi7 Pj)
the probability to measure atom ¢ in |1) and |}). These raw

probalities are linked to their corresponding quantities P =
(P, P}) free from detection errors by P* = M P", with M
the detection error matrix:

M—(lET “ > 3)
€4 1—€¢

Extending to 3-atoms and assuming uncorrelated errors, we
get Pio PI@ P = (M@M®M)(P'®Pi®P*). To correct
the raw data for detection errors we invert (M ® --- ® M) to
compute (P* ® - - - ® PF).

Decoherence during the dynamics

Besides the state preparation and measurement errors
described above, two other sources of errors contribute to
decoherence.

Positional disorder — Due to the extension of the wave-
packet in the traps and the residual atomic motion, the inter-
atomic distances exhibit shot-to-shot fluctuations. We con-
sider that the atomic positions and velocities follow a Gaus-
sian distribution with standard deviations o ,) ~ 100 nm
in the array plane and 0, ~ 0.6 ym perpendicular to it, and
o, ~ 0.03 pm/pus in all directions. This positional disor-
der leads to shot-to-shot fluctuations of the interaction energy
between two atoms and thus results in decoherence when av-
eraging over experimental realizations.

Finite Rydberg lifetime — During the dynamics, one atom in
a Rydberg state can decay spontaneously to the ground state
(rate I'*P) or be transferred by black-body radiation to other
Rydberg states (rate I'"®). When this occurs, the readout of the
qubit state can be biased. Moreover, a decay induces a loss
from the qubit basis and thus affects the ensuing dynamics.
We calculate from [62] for 7" = 300 K: 1/I'% ¢ ~ 260 pus,
1/T80 o ~ 157 ps, 1T » ~ 472 ps and 1/T59 , ~ 161 ps.

NUMERICAL SIMULATIONS

The simulations used to benchmark the 3-atom results of
Fig. 1 and 2 include the processes described in the previous
section. Each atom is modeled as a 5-level system with the
following basis states: the two interacting spin states |1) and
[4), the ground-state |g) where atoms are initialized and can
decay to from all the others states, the short-lived intermediate
state 6P3 /5 used in the two-photon excitation, and |r), effec-
tively representing the Rydberg manifold other than |1) and
|[4). The whole sequence depicted in Fig. S1 is implemented
with timings, amplitudes and frequencies as experimentally
realized and including all decay processes mentioned in the
previous sections. The only exception is the freezing protocol,
which is modeled by a fast decay process from ||) to |r). The
qubit states interact both via the XY Hamiltonian with cou-
pling J/h = —0.82 MHz, and by van der Waals interaction



with CJ1 /a® ~ 27 x 40kHz and C}*/ab ~ 27 x 6kHz. We
simulate the dynamics of this 53-level system using the pack-
age qutip, starting from | g>®3 and solving the master equation
for each step of the sequence and each set of experimental
parameters.

We account for the shot-to-shot fluctuations in the inter-
atomic distances and timing jitters by a Monte-Carlo sampling
of the experimental parameters with the estimated bounds
given in the previous sections. We also include inhomo-
geneities of the light-shifts across the array. As solving the
Master equation becomes quickly resource-consuming (~ 1
hour/shot), we average the simulation results over only 20
shots, which appears to be enough to reproduce the ex-
perimental data with reasonable agreement. At the end of
the Monte Carlo simulation, we apply to the results the
addressing-induced atom losses and readout errors following
the procedure described in previous the sections. The simula-
tion predicts a STIRAP efficiency for one atom of 98.3%, in
very good agreement with the experiment. The phases of the
microwave pulses are optimized so as to reproduce the data in
Fig. 1(c), and are then fixed to these values.

To simulate the chirality curves shown in Fig. 2(c) and
assess the impact of the various imperfections, we first cal-
culate the preparation fidelity of the W-state. We obtain
nw = 83 + 0.4%, with contributions to the infidelity of
6% from the STIRAP finite efficiency, 6% from the Rydberg
lifetime and 5% from positional disorder. We then include
the phase imprinting step to prepare the state |x(¢)). Calcu-
lating the chirality S of this state yields a maximum (mini-
mum) value of S/Spax = 0.8(—0.79) (red curve in Fig. 2(c))
with Spax = 2v/3. Finally we simulate the measurement
phase for each of the 6 components of the chirality and obtain
maximum (minimum) values S/Sn.x = 0.55(—0.44) (pur-
ple curve), in good agreement with the data. Applying the
measurement sequence starting from a perfect |x(¢)) leads to
S/ Smax = 0.7(—0.62) (blue curves).

QUANTUM STATE TOMOGRAPHY

To perform the full tomography of the 3-atom |W) and
|xT) states, we measure the 27 observables summarized in
the first column of Tab. I.

In order to reconstruct their density matrices p, we per-
form a maximum-likelihood estimation to constrain p to be
physical. We follow the method described in the Supplemen-
tal Materiel of [63]. Any density matrix can be written as
p(T) = TTT/Tr(TTT) with T being a complex 8 x 8 lower
triangular matrix with real diagonal elements. Thus 7" has 64
independent real parameters (t1,t2,- - ,t¢4) that minimize
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Basis (05,16,20) Rotations @an(®) | Pos(°) | P15(°)
TTT R™Y -90 — —
zTY (Rod ® Ry) -R*| 0 | —90 | —90
vz R7 @Ry} — [ =90 | =90
TYyT Ts-R™Y —-90 - 0
Yy R,y - R® 0 -90 -
TYZ R,y ® Ris - -90 0
zZT RY;-RY -90 | — 90
w2y (Ryy @ R;) -R*| 0 | —90 | 180
x22 R,y - | =90 | -
YT 0s - R7Y -90 0 —
yxy Ry R 0 - -90
YTz R3s @ Ry — 0 -90
yr (R @ Rip) R 7| 00| 0 | 0
yyy R* 0 -
yyz Rs @ Ris - 0 0
yzx (Rgs ® RYs) -R™Y| —90 0 90
Y2y RS- R 0 — 180
yzz 05 - 0 -
ZTx Rés-R7Y -90 | 90 —
zxy (Ro ® RiyY) -R*| 0 | 180 | —90
zxz Ry} - - | =90
2yt (RI; @ R%) R Y| =90 | 90 | 0
2Yy Ry -R® 0 180 —
zyz Ts - — 0
22z (Rés ® RYs) -R™Y| —90 | 90 90
zzy (Ro ® Riy™) -R*[ 0 | 180 | 180
22z 1 — - -

Table I. Microwave pulse sequence for the state tomography.
First column: measurement basis for the 04, 16 and 24 atoms. Sec-
ond column: applied rotations. Three last columns: relative phases
of the microwave pulses used implement the corresponding rotations
(¢an refers to the global rotation and ¢o,15 to the local ones). The
— symbol indicates that the corresponding pulse is off for this se-
quence.

the following cost function:

S 3S ((BIRLA(T)RaIB) - PE)*.

ac{z,y,z}? Be{1,1}3

O(T) =

Here, « is the basis in which we measure each atom, [ is
an experimental outcome, P the probability to measure /3 in
the « basis and R, the set of applied rotations to measure in
a. For example, when measuring in the xyz-basis, R, =
Rys ® RYs ® 155. We perform the minimization using the L-
BFGS-B algorithm provided by the SciPy package of Python.

6-BODY CHIRAL-CHIRAL CORRELATION FUNCTION

In this section we present additional numerical evidence
demonstrating that (x4 xp)" accurately tracks the dynamics
of (xaxp) and thus serves as a suitable probe of the 6-body
chiral-chiral correlations of the underlying spin system. The



full chiral-chiral correlation function is given by:

(xaxm) = Z Z

a,b,ce{w,y,2} de,fe{z,y,2}

x |(otobosototal) — (otohoshotatal)] @

where sgn(a, b, ¢) corresponds to the parity of the permutation
(a,b,c) and 1 — 3 and 4 — 6 labels the spins of triangles A and
B counter-clockwise, respectively.

When considering (xaxp)’, the above sum is restricted
only to the terms where the same measurement basis
occurs for atoms of the same group. As a result,
sgn(a, b, c)sgn(d, e, f) becomes a constant whose value de-
pends on the relative handedness of the addressing light pat-
tern between the two triangles. In Eq.2, this phase factor is 7,
taking the value of 7 = —1 for Pattern 1 and = 1 for pattern
2 [Fig. 4(a)].

Turning to the dynamics of the chiral-chiral correlations,
we observed that, up to rescaling, the different correlation
functions (full {x axB), (xaxp) and (x axp)’ with measure-
ment imperfections) all follow one another at late times when
the system is in either the ground or first excited state of the
target Hamiltonian, Fig. S4. For short times ¢t < 1.5 us, we
observe non-zero partial chiral-chiral correlation when simu-
lating the measurement imperfections. We attribute this ef-
fect to a waiting time before the measurements. We use an
acoustic-optic modulator (AOM) to ramp down the addressing
light intensity adiabatically. We need to set the AOM at max-
imum power to perform the local rotations. This step takes
150ns. We switch off the addressing light using the EOM
during this waiting time. When measuring for relatively early
times of the ramp, the system is quenched far from equilib-
rium and thus freely evolves for 150 ns. More particularly,
when quenched, the initial product state |1, - - -) rapidly builds
up chiral-chiral correlations that we measure.

DIABATIC ERRORS IN ADIABATIC PROTOCOL

While the adiabatic protocol offers a powerful tool for the
preparation of an eigenstate, the finite duration of the adia-
batic ramp will inevitably lead to a small, but finite error. In
this section, we analyze the effect of the duration of the adia-
batic protocol (as characterized by the timescale 7 of the light-
shift decay) on success probability of the adiabatic protocol
[Fig. S5]. We find that by choosing 7 2 0.55 us, the popula-
tion in the target final state is above 99% and thus our protocol
is not limited by these diabatic errors.

While these diabatic errors do not affect significantly the
late time population, they can have important dynamical fea-
tures. Throughout the adiabatic protocols considered, the in-
stantaneous Hamiltonian is time reversal symmetry and, as a
result, the instantaneous eigenstates will not exhibit a non-
zero chirality. Diabatic errors break time-reversal symmetry
and can generate coherent superpositions of eigenstates that
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10 x (xaxB)’
------ (xaxB) = with measurement
——= 4x (xaxs) sequence
Pattern 1 Pattern 2

Six-body Correlator

Time (us) Time (us)

Figure S4. Comparison of the full chiral-chiral correlation function
{xaxs) and measured one {x 4 xp)" with and without measurement
error (which includes both the full measurement sequence as well as
detection errors).

Pattern 1 Pattern 2
1.00 T e H=¥]
= 0.75 "7"-3_-’_’2 @ State 0
‘g ¥ 4 ‘ State 1
< 050 ’Io 1 | sue?
Qg: 1 = 7 =0.20us
0.25 ] = 7 =0.40us
o\~ 7 = 0.55us
0.00
0 2 4 0 2 4
Time ps Time pus

Figure S5. Effect of varying 7 in the adiabatic protocol patterns 1
and 2. When 7 2 0.55us, the population on the final correct state is
above 99%. Simulations were performed without taking into account
imperfections in the experiment.

can exhibit non-zero chiralities. Indeed, this is what we ob-
serve [Fig. S6(a)].

Interestingly, the frequency of the oscillation provides a di-
rect probe of the system’s energy levels. Since the population
is mainly restricted to two levels, the frequency of the oscil-
lations reflects the energy difference between the ground and
the second excited state [black line in Fig. S6(a2)]

EFFECT OF EXPERIMENTAL IMPERFECTIONS IN
ADIABATIC PROTOCOL

In this section we illustrate how other imperfections in
the experiment (namely, positional disorder and initial state
preparation error) alter our adiabatic protocol. We focus on
the case of pattern 1, incorporating the two effects at a time
[Fig. S6].

As discussed in a previous appendix, positional disorder



= (XaXxB)
== (xaxn)’
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Figure S6. Dynamics of the adiabatic protocol for pattern 1 with
7 = 0.55us. We compare three different scenarios: the perfect adia-
batic protocol (a), the adiabatic protocol with positional disorder (b),
and the adiabatic protocol with positional disorder and initial state
preparation error (c). The positional disorder induces a shot-to-shot
variation in the interactions of the system that is ultimately respon-
sible for the equilibration of the populations between the two lowest
energy state (State O and 1), causing the decay of the chiral-chiral
correlations function. By contrast, initial state preparation errors re-
sult in an overall attenuation of the signal.
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can be modeled as a shot-to-shot variation of the position and
velocities of the different atoms. This change in positions im-
plies a change in the interactions between the different atoms.
As a result, each realization of the experiment will prepare a
slightly different state which will differ from the precise target
state of interest.

Dynamically, this manifests itself as a equilibration of the
populations between the ground and first excited states, the
two lowest lying states that are energetically separated from
the remaining eigenstates of the system. This can be observed
in the dynamics of the population of the perfect initial state
under the adiabatic protocol, Fig. S6(bl). At early times,
the dynamics of the populations match the disorder-free case
[Fig. S6(al)], until around ¢ ~ 4us, where the population of
the other low energy state (orange) suddenly increases until
it approximately matches the population of the target state
(blue). This explains the experimental observation of the peak
in the chiral-chiral correlations—the subsequent decay does
not arise from decoherence of the atoms, but rather the dy-
namical effect of the positional disorder [Fig. S6(b2)].

Finally, we consider also the effect of initial state prepara-
tion error. In this case, when preparing the wrong initial state,
we no longer have guarantees of preparing a state close to the
target state. As a result, we observe an overall decrease in the
signal that is consistent with the probability of preparing the
correct initial state for our 6-atom cluster (=~ 63%). Besides
this drop in the signal, all other dynamical features remain the
same.
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